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Abstract—Wet lab protocols (WLPs) are sets of instructions
written in domain-specific natural language for step-by-step
biological experimental processes. There have been efforts to
annotate WLPs for shallow semantic parsing to enable repro-
ducible procedures, text mining, and automatic conversion into
a machine-readable format. However, current methods have not
fully exploited the relation extraction sub-task on the protocol
corpus. Neural approaches have the potential to deal with the
various noise and in-domain jargon in the texts. To explore the
viability of neural methods for this task, we perform a thorough
analysis of both graph and nongraph neural approaches. We
find that both graph neural networks with generated parameters
(GP-GNNs) and Context-Aware models show advantages in
relation extraction and are well suited to our goal. Specifically,
the GP-GNNs and Context-Aware models demonstrate similar
performance on all three WLPs datasets when the full training set
is used, both outperforming the previous best results significantly.
This can be explained by the observation that considering
multiple relations in a sentence enhances the predictive ability.
In addition, our extensive experiments demonstrate that the
Context-Aware approach in particular can achieve good results
even with a limited amount of training data, providing new
insights for low-resource scenarios.

Index Terms—Text mining; Relation extraction; Wet lab pro-
tocols; Graph neural networks; Context-Aware.

I. INTRODUCTION

An instructional language, known for being repetitive and
semi-structured, usually follows a certain form of specialized
vocabulary, syntax, and semantic relationships used within
a particular domain [1], [2]. Lab instructions describe the
natural language of scientific experiments, e.g. wet lab pro-
tocols(WLPs) contain instructions for biology laboratory op-
erations [3], such as the example in Fig. 1. These proce-
dures are not only research contributions themselves, but their
interpretation also is critical for facilitating the conveyance
of reproducible research [4], automatic conversion into a

This work is supported by UC Santa Barbara NSF Quantum Foundry funded
via the Q-AMASE-i program under NSF award DMR-1906325.

Fig. 1. An annotated wet lab protocol example, taken from WNUT-2020.

machine-readable format [5], [6], and large-scale data mining
from the literature [7], [8].

Machine learning has been widely used in the design of
automatic drug discovery in the biomedical domain [9] and in
automation [4], [10], [11]. However, the scarcity of useable
data from experiments has been a problem due to both collec-
tion and interpretation difficulties [12]. To date, the majority
of the knowledge of the detailed procedures for carrying out
specific biological experiments has been recorded only in
scientific documents such as scholarly papers, electronic lab
notebooks, lab protocols, etc. Therefore, recent research has
begun to apply Natural Language Processing (NLP) techniques
for extracting structured information of instructions or pro-
cedures from unstructured texts [3], [13]–[15]. Named entity
recognition (NER) and relation extraction (RE) are the funda-
mental tasks towards successful information extraction from
those noisy, domain-specific human-constructed instructional
languages. In the past few years, efforts have been made to
collect WLPs and label them as action graphs by domain
experts for NER and RE tasks, namely the WLP [3], WNUT-
2020 [16] and WLP-MSTG [15] corpora.
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There are several limitations of the currently used method-
ologies for the RE task on WLPs. First, prior baselines require
feature engineering, which depends on human knowledge for
constructing the features, rather than an end-to-end approach.
For example, [3] utilize a maximum entropy classifier [17],
[18] using diverse lexical, syntactic and semantic features
derived from the text. Second, the existing methods are usually
built on neural approaches with a Bidirectional Encoder Rep-
resentations from Transformers (BERT) [19] layer for word
embedding. At the same time, many other effective RE models
have not been exploited for this task. For example, [20] argue
that considering other relations in context is beneficial for pre-
dicting a target relation for sentence-level relation extraction.
Reference [21] propose a novel graph neural network with
generated parameters (GP-GNNs), which yields significant
improvements for multi-hop reasoning on natural language
text.

In this paper, we conduct comprehensive experiments by in-
corporating the aforementioned GP-GNNs and Context-Aware
methods [20], [21] with biomedical domain-specific word em-
beddings [22], [23] and achieve significant improvements on
all WLPs corpora. For this multi-class classification problem,
the standard weighted-average Precision (P), Recall (R) and
micro-average F1 score are calculated by Scikit-learn [24] for
all of the evaluations.

The key contributions of this paper include:

• We survey previously existing techniques for intra-
sentence RE and adopt the GP-GNNs [21] and Context-
Aware [20] models to analyze RE from WLPs, comparing
their corresponding performance with previous results. In
practice, we see improvements of 3.68, 1.84, and 20.87
points using the Context-Aware model and 3.59, 2.00, and
20.67 using the GP-GNNs model in terms of F1 score
against the prior best results on the WLP, WNUT-2020
and WLP-MSTG datasets, respectively.

• We perform comprehensive experiments to validate the
effectiveness of our recommended approaches and pro-
vide label breakdown results. Compared with all methods
currently in use, we find that both GP-GNNs and Context-
Aware methods improve the classification result at almost
all label levels significantly, and the improvements by
both methods are actually similar when the full training
set is used. This improvement can be explained by the
fact that both methods consider multiple relationships in a
sentence compared to prior analyses that extract relations
independently.

• We vary the data size used for training and demonstrate
that the Context-Aware approach works much better than
GP-GNNs especially when the amount of training data is
relatively small, making it quite viable for low-resource
scenarios. We argue that this is because the Context-
Aware method exhaustively aggregates all entity pairs in
the same sentence for target relation prediction, while
GP-GNNs only consider entity pairs involved with the
multi-hop reasoning process.

II. RELATED WORK

Wet Lab Protocols: To the best of our knowledge, [3] con-
tributed the first large enough annotated WLPs with semantic
actions and arguments to the research community, namely
the WLP corpus. They also provided a baseline approach
by assuming the presence of pre-defined gold entities and
training a maximum entropy model [17], [18] using five group
features derived from the text. The WNUT-2020 corpus [16]
was published with further re-annotation on the WLP corpus,
adding 20,613 entities and 10,824 relations and simultaneously
removing inconsistent annotations. In addition, 100 randomly
sampled general protocols and 11 manually selected covid-
related protocols from ProtocolIO1 were collected and anno-
tated as the WNUT-2020 test-20 set. Then [25] designed neural
networks with three layers: 1) BERT layer, 2) entity recog-
nition layer and 3) relation recognition Layer, and achieved
the best results on both the WLP and WNUT-2020 corpora.
Finally, [15] re-annotated the WLP corpus by including the
6 additional global cross-Action Phrase Temporal and Causal
(cAP-TaC) relationships within intra- and inter-sentences and
proposed a latent structure model for jointly learning entities
and relations within and across multiple sentences.

Relation extraction: Relation extraction refers to determin-
ing the relation type between two target entities that appear
in the same text. Many models have been proposed for the
sentential relation extraction task. For example, [26], [27]
demonstrated the capability of convolutional neural networks
(CNN) to capture the pairwise relations between entities in
text. Reference [28] demonstrated the effectiveness of Long
Short-Term Memory (LSTM) [29] in extracting the relation-
ships between entities. However, all of the aforementioned
models fail to consider various relations in the same sentence
and use only the target entities for the relation prediction.
To overcome this weakness, [20] use an attention mechanism
to take context relations into consideration for predicting the
target relation. Moreover, various graph neural networks have
also been designed for RE. For example, a relational graph
neural network was introduced by [30] for the knowledge
base completion task. Reference [31] improved the relation
extraction by using graph neural networks to encode depen-
dency trees. Reference [32] extracted relations via a graph-
based neural model, in which all possible paths between
entities are modeled as a graph. In addition, [33] proposed a
general framework for information extraction using dynamic
span graphs for jointly learning entities and relations and
etc. This multi-task method took predicted entities by this
model simultaneously as input for RE, whereas annotated gold
entities are given as inputs for our task. Finally, [21] proposed
a novel graph neural network with generated parameters (GP-
GNNs) and showed that it yielded significant improvements
for multi-hop reasoning on text. In contrast to the framework
in [33], GP-GNNs make predictions on pre-annotated entities,
which is consistent with our scenario. Overall, the Context-
Aware method serves as the best nongraph approach while

1https://www.protocols.io/
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Fig. 2. Annotated example: An action graph derived from the annotations
taken from WLP.

the GP-GNNs model is the preferred graph approach for our
task. Thus in this paper, we use Context-Aware and GP-GNNs
approaches to model relations among WLPs.

III. METHODS

In this section we define the WLPs relation extraction
task and introduce the GP-GNNs and Context-Aware
frameworks.

A. Task Definition

Given a sequence of text x = [x1, x2, · · · , xl] with m
chemically-related entities [e1, e2, · · · , em], where ei con-
sists of one or a sequence of tokens, and n relation types
[r1, r2...rn]. The aim of this task is to predict the relation
type rei,ej of each entity pair (ei, ej).

B. GP-GNNs

Problem Formulation A fully connected action graph G =
(V, E) is built for relation construction among labeled entities
from III-A. V denotes the set of entities, and E denotes the
set of edges, such that (ei, ej) ∈ E , ei, ej ∈ V , describes the
relationship between each two entities.

We follow the methodology as proposed by the original
authors [21] to construct the model, which is composed of
three modules 1) encoding module, 2) propagation module,
and 3) classification module.
Encoding Module The encoding module is a function that
maps sequences to the corresponding edges of transition
matrices.

E(xi,jt ) = [xt;pi,j
t ], (1)

A(n)
i,j = f(E(xi,j0 ), E(xi,j1 ), . . . , E(xi,jl−1); θ

n
e ), (2)

where E(·) denotes the embedding function, a concatenation
of the word embedding xt and the relative position embedding
pi,j
t of the entity pair i and j relative to a word xt, and f(·)

denotes the encoder function, to encode the sequence data
and output transition matrices A. n denotes the index of layer.

Propagation Module The propagation module creates repre-
sentations of nodes with multiple layers. The representation of
the next layer is calculated given the previous one by

h(n+1)
i =

∑
ej∈N (ei)

σ(A(n)
i,j h(n)

j ), (3)

where N (ei) corresponds to all of the neighbours of a node
ei in a graph G, and σ is a nonlinear function.
Classification Module The classification module is utilized
for relation prediction by feeding into node representations of
the target entity pair (ei, ej),

rei,ej = [[h(1)
ei � h(1)

ej ]>; [h(2)
ei � h(2)

ej ]>; . . . ; [h(K)
ei � h(K)

ej ]>],
(4)

where� is element-wise multiplication, K denotes the number
of layers. It outputs a probability distribution of relations given
by

P(rei,ej | h, t, s) = softmax(MLP (rei,ej )). (5)

The GP-GNNs are trained with a cross entropy loss after K
propagation layers in the propagation module,

L =
∑
s∈S

∑
i 6=j

logP(rei,ej | i, j, s). (6)

C. Context-Aware RE

Problem Formulation Given the sequence x and entities in
III-A, the entity marker e = [...e1...e2...] represents the token
in the sentence as either belonging to the first entity e1, the
second entity e2 or neither of those.

We summarize the approach [20] as three modules 1)
encoder module, 2) attention module and 3) classification
module.
Relation Encoder Module The relation encoder is built by
LSTM and the encoder generates a vector representation os
of a relation between two entities in a sentence,

os = LSTM(x; e;W;M), (7)

where the W and M are the word embedding and entity marker
embedding, respectively.
Context Attention Module An attention layer is used to
consider the effect of other context relations in the same
sentence for predicting the target relation

oc =
m∑
i=0

aioi, (8)

ai =
exp(g(oi, os))∑m
j=0 exp(g(oj , os))

, (9)

where oi is generated by the encoder in Eq. 7, m is the
number of all possible pairs of entities and gi computes
an attention score for a context relation with respect to the
target relation: g(oi, os) = oiQos, and the weight matrix Q
is learned during training.
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TABLE I
FEATURES OF THE WLP, WNUT-2020, AND WLP-MSTG ORIGINAL

DATASETS.

Item WLP WNUT-2020 WLP-MSTG
Synthesis procedures 622 725 615

Sentences 13679 17658 14172
Avg. sentence length 12.99 13.45 15.63
Avg. sentences/Doc 21.99 24.36 23.04

Entities 60721 103387 64937
Entity types 18 18 18

Relations 42425 69139 70824
Relation types 13 14 16

Tokens 177770 237547 221531

Classification Module The Softmax function outputs the
probability by concatenating os and oc

P(rei,ej | os, oc) = softmax([os, oc]). (10)

and a cross entropy loss is used for model training.

IV. EXPERIMENTS

We conduct experiments on three WLPs datasets introduced
below, to evaluate model performance on relation extraction
given human-annotated gold entities.

A. Datasets

WLP: The WLP2 corpus presents entity, relation, and
event annotations from 622 wet lab protocols, consisting of
natural language instructions for carrying out chemistry or
biology experiments. 9 objected-based, 5 measure-based and
4 other types are created as entity tags. 7 action relations
(e.g. Acts-on, Creates, and Site, etc.) and 6 binary relations
(e.g. Coreference, Measure, and Mod Link, etc.) are used to
describe the relationships among annotated entities.

WNUT-2020: WNUT-20203 is the updated dataset for
entity and relation recognition over wet lab protocols based
on the previous WLP corpus. Through this re-annotation,
the previously missing 20,613 entities along with the 10,824
relations were added to the WNUT-2020 corpus, and the
inconsistent annotations were also removed from the previous
dataset. An additional test set (Test-20), consisting of 100
randomly sampled general protocols and 11 manually selected
Covid-related protocols from ProtocolIO, was also added.

WLP-MSTG: WLP-MSTG4 is the latest dataset for entity
and relation recognition over wet lab protocols derived from
the WLP Corpus. The WLP-MSTG dataset focuses not only on
intra-sentence relations but also on inter-relations from mul-
tiple sentences. Here the Inter-Action Phrase (iAP ) relations
refer to 13 local intra-sentence semantic relations. Besides, 6
additional global cross-Action Phrase Temporal and Causal
(cAP − TaC) relationships were added to this corpus as
described in [15]. Additionally, the annotators exclude entities
and relations annotated for spurious descriptive sentences that

2https://github.com/chaitanya2334/WLP-Dataset
3https://github.com/jeniyat/WNUT 2020 NER
4https://github.com/chaitanya2334/wlp-mstg-dataset

TABLE II
HYPERPARAMETERS

Hyperparameters Value

Learning rate 0.0008
Batch size 15

Dropout rate 0.1
Weight decay 0

Epochs 50
Grad clip 0.15

Nonlinear activation σ ReLU
Optimizer Adam

Layer 1 embedding size 8
Layer 2 embedding size 12

do not prescribe any actions, to ensure that the graph is fully
connected [15].

The statistics and more details of the three WLPs corpora
can be seen from Table I.

B. Data Preprocessing

Each plain text document and its corresponding standoff
annotation file are first tokenized by the standoff2conll tool
provided by [16]. After the tokenization, each sentence is
mapped with the corresponding vertex set (named entity type,
position and token information), and the edge set (relations
type, left and right position information). The vast majority
of sentences contain fifteen to thirty words, but the maxi-
mum length can be up to 512 in some extreme cases. To
save computing time and space, we manually truncated the
maximum sentence length to 124 words. Then more than 99%
of the original relations are kept after discarding the relations
in the extremely long cases. Since here we only focus on intra-
sentence relations, cross-sentence relations are not included in
our experiments. We follow the same train-development-test
split as previous works [13], [15], [25].

C. Word Representation

There are two 200-dimensional biological Word2Vec em-
beddings: BioWordVec [22] and PubMed-w2v [23], trained
on biological paper abstracts, full text and clinical notes.
In practice we observe slightly better prediction accuracy
using BioWordVec than PubMed-w2v, thus we report only our
results based on BioWordVec.

D. Hyperparameters

We select the best combination of hyperparameters from
the development set by random search. The Adam optimizer
[34] is used for all models. Other parameters are selected
within a range of values, e.g. the learning rates are selected
in {0.005, 0.001, 0.0008, 0.0005, 0.0001, 0.00005}, and the
dropout rate is selected in {0.15, 0.25, 0.35, 0.5}. Tab. II
shows the best hyperparameter settings, which are used across
most of the experiments. The embedding sizes are set for GP-
GNNs only, while other parameters also appear in the Context-
Aware model. The models are implemented in PyTorch5, and

5https://pytorch.org
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TABLE III
OVERALL EVALUATION RESULTS.

Datasets WLP WNUT-2020 WLP-MSTG
Models P R F1 P R F1 P R F1(%)

Kulkarni 2018 [3] 80.98 77.04 78.96 -a - - - - -
Swarup 2020 [13] 82.29 81.02 81.65 - - - - - -

Mgshohra 2020 [25](Ensemble) 88.75 84.86 86.75 80.86 80.07 80.46 - - -
Kulkarni 2021 [15] - - - 80.40 79.30 79.90 67.90 68.20 68.00b

GP-GNNs 90.18 90.34 90.34 83.27 82.46 82.46 88.43 88.87 88.87
Context-Aware 90.41 90.43 90.43 83.71 82.30 82.30 89.70 89.69 89.69

Human agreement scorec - - 66.25 - - 75.00 - - 78.23
a ’-’ denotes not reported in the corresponding methods, and the same hereinafter.
b denotes iAP result on multi-task predictions.
c this score is not necessarily F1 score in the original paper.

an NVIDIA GeForce RTX 2080 SUPER 16 GB GPU is used
for all training, development, and test sets. We implement the
GP-GNNs and Context-Aware models based on the authors’
public repository6. In practice, three random seeds are chosen
for all experiments and we report the results based on the
median performance.

V. RESULTS AND ANALYSIS

In this section, we report the main results by carrying out a
set of experiments to demonstrate the model performance. In
addition, we compare our results with the previous baselines
and previous SOTA results. We use three wet lab protocols,
namely WLP [3], WNUT-2020 [3] and WLP-MSTG [15],
introduced in Section V-A, to evaluate the model performance.

A. Baselines

Here, we summarize the models used in prior results.
Kulkarni 2018 [3]: This baseline approach, proposed in

prior work on the WLP corpus, uses a maximum entropy
model, with five types of features: 1) Word features, 2) Entity
type features, 3) Overlapping features, 4) Chunk features and
5) Dependency features. The combinations of these features
are tested to validate the efficiency of this approach. The best
performance is achieved when using all features.

Swarup 2020 [13]: This is an instance-based edge-factored
approach, based on the observation that specific scientific
fields usually share quite formulaic writing. Thus the various
types of relations can be expressed in only a small amount of
grammatically similar labeled text. The strategy is to infer the
relations of the test sentence by copying relations from similar
sentences in the training set obtained from nearest neighbors.
As for non-similar sentences, the authors adopt a global set of
parameters for prediction by a feed-forward network.

WNUT-2020 [16]: In the WNUT-2020 shared task-1, the
baseline relation extraction system employed a feature-based
logistic regression model. The best performing team [25]
utilizes PubMedBERT [35] for token embedding to obtain
the entity pair representation and then classify the relation
type with a softmax function. This neural exhaustive approach

6https://github.com/thunlp/gp-gnn

achieves the SOTA results on both WLP and WNUT-2020
corpora.

WLP-MSTG [15]: This work designs a latent structure
model for jointly learning entities and relations within and
across multiple sentences. The latent structure model com-
prises four parts: 1) span representation, 2) transcoder block, 3)
scoring functions and 4) latent structures. The authors evaluate
the intra- and inter-sentence relation extraction task on their
model. Here we focus only on the former one. And we only
compare our results with their predictions based on multi-task
learning since no predictions on gold entities were reported in
their original paper.

B. Overall results

Our overall results achieved the highest F1 score for the
relation extraction task on all three datasets, outperforming
the previous best results by 21.69 points on the WLP-MSTG
dataset. Compared with prior best results on the WLP and
WNUT-2020 corpora, the single Context-Aware and GP-GNNs
model yields an improvement of 3.68 and 2.00 points against
prior best ensemble methods, respectively. These results show
that GP-GNNs and Context-Aware models have significant
advantages over previous methods on relation extraction from
WLPs. Table III presents a comparison.

TABLE IV
PER LABEL F1 PERFORMANCE ON THE WLP TEST SET.

WLP Percent(%) Swarup [13] Context-Aware
Acts− on 29.95 86.51 91.98

Measure Type Link 0.45 - 64.86
Or 1.21 - 75.62

Using 8.77 72.34 81.61
Setting 16.08 - 96.73
Measure 16.80 - 95.40
Of Type 0.18 - 64.29
Meronym 3.64 53.66 88.26

Site 11.30 - 84.59
Mod− Link 9.37 88.72 92.67
Creates 1.10 23.44 47.95

Coreference− Link 0.24 - 72.73
Count 0.91 82.76 89.03
Overall 100 81.65 90.43

Authorized licensed use limited to: Univ of Calif Santa Barbara. Downloaded on February 24,2022 at 19:17:26 UTC from IEEE Xplore.  Restrictions apply. 
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TABLE V
PER LABEL F1 PERFORMANCE ON THE WNUT-2020 TEST-18 SET.

WNUT-2020 test-18 Percent(%) Mgsohrab [25] GP-GNNs

Coreference Link 0.70 55.71 58.54
Measure 16.03 91.93 95.74
Site 10.39 84.61 85.76

Meronym 3.79 69.74 84.62
Measure Type Link 1.13 88.26 85.60

Product 0.89 27.34 37.78
Commands 0.19 05.88 29.79
Mod Link 13.59 92.18 92.40
Count 0.90 85.57 90.05
Acts On 28.59 90.63 92.28
Using 7.89 76.26 77.16
Setting 14.20 91.80 96.50
Of Type 0.18 63.16 51.06

Or 1.53 65.66 75.15
Overall 100 87.53 90.01

C. Label breakdown

We provide the label breakdown results below for a com-
prehensive understanding of how our recommended models
perform across the relation types on different datasets between
our results and prior results.

WLP Tab. IV shows our results on the WLP test set. Since
the per label result is not reported in other prior methods
except for [13], we compare our result only with that of [13],
and demonstrate noticeable improvements on all reported label
levels.

Here the single Context-Aware model outperforms the in-
stance level approach [13] by 8.78 points. Compared with the
previous best ensemble result [25], our result also achieves an
improvement of 3.68. We note that the labels in the WLP-2018
dataset are distributed unevenly. For example, the percentage
of Acts−on is much larger than the percentage of other labels,
while the percentage of Measure Type Link, Of Type,
Coreference Link, Count is all less than 1%. We achieve
the best result on label Setting and Measure, with 96.73 and

TABLE VI
PER LABEL F1 PERFORMANCE ON THE WNUT-2020 TEST-20 SET.

WNUT-2020 test-20 Percent(%) P(%) R(%) F1(%)
Coreference Link 1.75 43.16 61.92 50.87

Measure 14.18 92.51 95.84 94.14
Site 10.07 88.04 71.09 78.66

Meronym 3.53 72.66 79.55 79.95
Measure Type Link 1.75 86.45 70.88 77.89

Product 0.24 02.04 02.78 02.35
Commands 0.08 11.54 25.00 15.79
Mod Link 21.21 87.69 89.10 88.39
Count 1.18 70.29 69.89 70.09
Acts On 25.61 85.45 77.57 81.32
Using 7.11 73.55 68.08 70.71
Setting 11.21 76.24 95.25 84.69
Of Type 1.19 75.00 67.80 71.22

Or 0.89 51.61 72.18 60.19
Overall 100 83.27 82.46 82.46

Mgsohrab [25](Ensemble) 100 80.86 80.07 80.46
Kulkarni [15](Single) 100 80.40 79.30 79.90

95.40, respectively. Finally, even given only a few annotated
examples for Creates(1.10%), our recommended approach
achieves double the F1 score compared with [13], again
showing the strong ability of relational prediction.

WNUT-2020 Tab. V and Table. VI demonstrate our label
breakdown results compared with previous best results [25]
on the WNUT-2020 test-18 and test-20 set, respectively. It is
important to point out that we merged the original training
and development sets as the training set, and treated the
original test-18 as the development set, leaving test-20 as
our test set to be consistent with the previous SOTA results
[25]. Since the test set is composed of general protocols and
Covid-related protocols [16], which are different from wet
lab protocols, the prediction is more challenging. Here the
GP-GNNs model achieves the top performance among all
results. Typically, compared with the previous SOTA result
[25] on the test-18 set, our reported F1 score demonstrates
significant improvement at nearly all label levels, as shown
in Tab. V. Furthermore, we also provide the label breakdown
result at Tab. VI, and the previous SOTA result did not provide
label breakdown result. We leave the explorations of ensemble
prediction from different models for future work.

WLP-MSTG We present the Context-Aware model results
on the WLP-MSTG test set in Tab. VII. Considering our focus
on intra-sentence RE only, we use all of the intra-sentence
relations derived from the annotated WLP-MSTG dataset. The
original report [15] gives the intra-sentence RE results as iAP
and cAP − TaC relations separately and we compare our
overall result with their highest iAP result, yielding a 21.69
points improvement in terms of F1 score. It is notable to
point that the original report [15] was based on multi-task
predictions, which means their relation predictions were based
on predicted entities rather than gold entities. However, we can
only compare in this way since they did not report predictions
on gold entities and their codes have not been released either.
But they provided predictions on gold entities on WNUT-2020
test-20 set as can be seen in the last row of Tab. VI, achieving
lower result than our used methods.

We have further provided the label breakdown results,
showing that the Context-Aware model can accurately deal
with most label types. Particularly, the Context-Aware model
achieves a score of 84.38, 37.31 compared with the previous
best score [15] of 62.3, 29.1 on the Enables and Overlaps
label. We have also shown that the Context-Aware model is ca-
pable of inferring labels that seldom appear in the dataset, such
as Count (0.93%, 93.28 points) and Measure−Type−Link
(0.59%, 71.26 points). However, the prediction accuracy of
label Overlaps is still very low. We suspect that this is due to
1) the few labeled cases, 2) the high level of ambiguity when
annotating this label. We argue that this conclusion is also
important for guiding the annotators to put more effort into
this kind of label when building a new corpus in the future.

D. Limited training size scenarios

To investigate the effectiveness of our recommended ap-
proaches when the data size is limited, for all three WLPs cor-
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TABLE VII
PER LABEL PERFORMANCE ON THE WLP-MSTG TEST SET.

WLP-MSTG Percent(%) P(%) R(%) F1(%)
Coreference− Link 0.48 79.49 45.59 57.94

Measure 13.70 96.74 95.13 95.93
Site 10.44 86.58 85.82 86.20

Meronym 4.24 87.38 90.00 88.67
Measure− Type− Link 0.59 65.96 77.50 71.26

Product 3.55 76.00 75.85 75.92
Mod− Link 9.92 88.64 95.06 91.74

Count 0.93 97.52 89.39 93.28
Acts− on 28.05 91.18 92.45 91.81
Using 6.36 76.12 77.74 76.92
Setting 14.98 96.70 97.02 96.86

Of − Type 0.24 88.00 64.71 74.58
Or 1.70 85.50 72.46 78.44

Prevents 0.02 06.25 33.33 10.53
Overlaps 1.03 76.60 24.66 37.31
Enables 3.77 84.14 84.62 84.38
Overall 100 89.70 89.69 89.69

Kulkarni [15] (iAP) 100 67.9 68.2 68.0
Kulkarni [15] (cAP-TaC) 100 52.6 30.8 56.9

TABLE VIII
LIMITED TRAINING SIZE SCENARIOS

Data(%) 3 6 9 12 15

WLP GPa 54.87 73.11 75.27 79.38 80.49
CAb 61.77 75.19 78.20 80.11 82.95

WNUT-2020 GP 47.84 63.17 67.52 71.45 76.28
CA 53.92 66.70 70.50 72.21 76.79

WLP-MSTG GP 47.00 61.20 69.55 75.16 77.40
CA 57.54 68.36 70.23 77.11 78.04

a GP denotes GP-GNNs model.
b CA denotes Context-Aware model.

pora, we changed the amount of training data and performed
relation prediction on the full test sets. As shown in Table VIII,
both of the approaches achieve a competitive F1 score while
using just 15% of the original training data, which once again
demonstrates the strong relation classification ability of the
GP-GNNs and Context-Aware models.

When changing the percentage of data used for model
training from 3% to 15%, the Context-Aware model always
performs much better than the GP-GNNs model. We suspect
that this is because GP-GNNs consider only relations that
participate in the multi-hop reasoning process, while the
Context-Aware approach exhaustively utilizes all relations in
the sentence for target relation prediction. As a result, the
Context-Aware approach can better use other relations in low
context scenarios, thus achieving higher performance.

Based on our study, we recommend using the Context-
Aware model for scenarios where training data is limited.
This is particularly important for relation classification in
low-resource scenarios, where the training data are expensive
and time-consuming to collect. For example, there are few
annotated examples of materials synthesis procedures in the
materials science domain, and the size of one such corpus [36]
is only around one-third of the WLP corpus. Thus we expect
that our finding might also help for low-resource situations in

Fig. 3. Annotated examples of 1-hop, 2-hop, and 3-hop relations. Example
is taken from the WLP-2020 dataset

other domains. We leave this for future work.

E. Model Mechanism

As discussed in Section I, the main drawback of existing
approaches is the failure of inferring the relations by utilizing
other relations within the same sentence. For example, the
previous best method [25] simply calculates the pair represen-
tation by picking two entity representations and then classifies
it to predict the corresponding relation type. However, other
information among multiple entity pairs and their relationships
within a sentence are ignored.

Theoretically, a K-layer GP-GNNs has the ability to infer
K-hop relations [21]. In Fig. 3 we give a demonstration of
multi-hop relations with k = 1, 2, 3 and Tab. IX also presents
the relation type distribution in the original train and test
sets. The 1-hop and 2-hop relations dominate the relation
types across all three corpora, while K ≥ 3 is ignored as
its percentage is less than 0.5%. This unbalanced distribution
phenomena is also observed in [37] that relations beyond 3-
hops are sparse and uninteresting. Therefore we choose the
2-layer GP-GNNs model in all the experiments, which can
best utilize the 2-hop reasoning ability. On the other hand, the
Context-Aware approach models the co-occurrence of various
relations to enhance the relation prediction ability. The main
difference is that the Context-Aware method considers each
possible pair of entities for the target relation prediction,
while the GP-GNNs model only uses the context relations
that participate in the multi-hop reasoning process and then
propagates information from layer to layer. Generally, the
Context-Aware method demonstrates similar relational reason-
ing ability compared with the 2-layer GP-GNNs on all three
WLPs corpora when trained on the full training set, which
is consistent with findings in [21]. However, when trained on
limited data, the Context-Aware approach is proven to perform
better due to incorporating more context relations as discussed
in section V-D.

F. Dataset Filtering

In the wet lab protocols, we find that many same sentences
are labeled with inconsistent annotations. To prevent machine
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TABLE IX
PERCENTAGE OF K-HOP RELATIONS (K=1, 2) IN THE ORIGINAL

DATASETS.

K-hop relation WLP WNUT-2020 WLP-MSTG
Train set, K=1 72% 74% 53%
Train set, K=2 28% 26% 47%
Test set, K=1 67% 70% 52%
Test set, K=2 33% 30% 48%

TABLE X
DATASET FILTERING

Dataset WLP WNUT-2020 WLP-MSTG
Filtered 89.76 82.22 88.09
Original 90.43 82.46 89.69

learning confusion and data leakage, for duplicate sentences
we randomly keep one of them left in the training set and
eliminate the others. This process reduces the training set size
by around 25.88%, 26.51% and 21.27% on the WLP, WNUT-
2020 and WLP-MSTG corpus, respectively. Then the filtered
training sets are used for model training, while the test sets
remain the same in order to compare with previous results.
As a result, in contrast to the previous findings [25] that
the performance is slightly improved by the filtering process,
here we observe a subtly drop over results trained on the
full training set, as evaluated by the F1 score and shown in
Table X. Possibly, the duplicate sentences in the test set with
inconsistent labels may have hampered the reasoning ability
of the neural models.

VI. CONCLUSION

We survey previously proposed relation extraction ap-
proaches, typically GP-GNNs and Context-Aware models,
and adopt them into relation classification from the wet lab
protocols. The Context-Aware method leverages all possi-
ble context relations to achieve stronger prediction ability,
while the GP-GNNs approach propagates information from
layer to layer to incorporate all participated relations in the
reasoning process for improving performance. We find both
two models exhibit similar performance on the full WLPs
corpus, all outperforming the previous results significantly.
This conclusion is also validated by a huge improvement
on the label breakdown result at almost all label levels.
Besides, the Context-Aware approach also exhibits powerful
RE ability even when the training data size is much small,
which is potentially meaningful for low-resource scenarios.
Finally, in contrast to previous findings, we do not observe any
improvement after filtering duplicate sentences in the train set
likely due to reduced generalization ability.

However, this work focuses only on the RE task given
annotated entities, while the entities are not prior knowledge
in most cases. We leave the exploration of designing a joint
model for predicting named entities and relations together for
future work.
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