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Abstract. In this paper we present several regularizations for higher-index differential-algebraic
equations with rank-deficient or singular constraints. These types of problems arise, for example, in
the solution of constrained mechanical systems, when a mechanism’s trajectory passes through or
near a kinematic singularity. We derive a class of regularizations for these problems which is based on
minimization of the norm of the constraints. The new regularizations are analogous to trust-region
methods of numerical optimization. We give convergence results for the regularizations and present
some numerical experiments which illustrate their effectiveness.
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1. Introduction. In this paper we consider the numerical solution of higher-
index differential-algebraic equations (DAEs) with rank-deficient or singular con-
straints. The problems that we consider are Hessenberg [10] DAEs of the form

x(m) = f(x, x′, . . . , x(m−1), t) − B(x, t)y,(1.1a)
0 = g(x, t).(1.1b)

The system (1.1) is index m + 1 if GB is nonsingular, where G = ∂g
∂x . These types of

systems arise, for example, in the solution of constrained mechanical systems, where
a locally rank-deficient constraint matrix can lead to a kinematic singularity [7, 14,
21, 26]. Mechanical systems [19, 30] are described by the Euler–Lagrange equations

M(q)q′′ = f(q, q′, t) + GT λ,(1.2a)
0 = g(q),(1.2b)

which are index 3.
High-index systems present difficulties for numerical methods [10]. The index

of (1.1) can be reduced by differentiating the constraint one or more times; however,
then the solution can “drift” away from the original constraint. Various methods have
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been proposed for stabilizing the constraints [5, 6, 7, 8, 9, 15, 16, 20, 27, 28, 29, 31].
A popular method for (1.1) stabilizes the constraints via Baumgarte’s regularization
[6]. This method is applicable when GB is nonsingular.

Baumgarte’s method replaces the constraints by a linear combination of the con-
straints and their time derivatives in such a way that the differential equation for the
constraints is stable. The constraint (1.1b) is replaced by the equation

m∑
j=0

γj
dj

dtj
g(x(t), t) = 0,(1.3)

where the γj are chosen so that γm = 1 and the roots of the polynomial

σ(τ) =
m∑

j=0

γjτ
j

are all negative. For instance, one may choose

σ(τ) = (τ + ν)m

for some ν > 0.
Baumgarte’s method has recently been studied in [2], where it was shown how

to modify it so that it has better numerical stability properties. The parameters in
Baumgarte’s method are notoriously difficult to choose. In [2] a choice of ν = 1/h,
where h is the stepsize of a numerical method, for index-2 systems was suggested and
justified in the case of certain explicit methods.

Baumgarte’s method can be considered to be a regularization of the differential-
algebraic equation. As a regularization it has the property that, unlike many other
regularizations, the analytical solution to the Baumgarte stabilization of a DAE is
identical to the solution of the original DAE (it does not depend on the parameter
in the regularization). However, it cannot by itself handle the case of rank-deficient
constraints. Other regularizations have been proposed for high-index DAEs including
mechanical systems in [24, 22, 18, 23, 13]; however, none of these regularizations are
applicable to the case of rank-deficient constraints.

For problems with singularities, Bayo, Garcia de Jalon, and Serna [8], Bayo and
Ledesma [9], and Bayo and Avello [7] propose a method for Euler–Lagrange equations
which is based on an augmented Lagrangian formulation. Park and Chiou [26] propose
a related method. The augmented Lagrangian method employs a separate iteration to
find the Lagrange multipliers at each step. Ascher and Lin [3] have recently developed
a variation of this method to handle singular constraints and provide a convergence
analysis. A regularization method for Euler–Lagrange systems is proposed in [21,
1] which deals with singularities by first identifying them via Gaussian elimination
and then adding their third derivatives to the vanishing and linearly independent
constraints.

The methods which we propose here generalize Baumgarte’s method to the case
where the constraint matrix G is rank deficient or singular. They are easily imple-
mented via standard ODE or DAE solvers and linear equation solvers. They can
handle the case of a singular mass matrix for the Euler–Lagrange equations.

Problems with rank-deficient constraints can arise in a variety of contexts. If the
constraints are rank deficient but constant rank, the redundant constraints can be
identified symbolically or numerically via SVD or QR and, provided they are consis-
tent, removed from the system, along with the corresponding Lagrange multipliers.
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It is easy to show in this case that the solution for the state variables x remains un-
changed. However, it is not always convenient to remove the redundant constraints.
The regularizations which we propose will handle the redundant constraints directly
without removing them. If the constraints are singular at an isolated point, a number
of situations are possible. If the locally redundant constraints are not consistent, the
solution will fail to exist past the singularity. Even if the redundant constraints are
consistent, the solution may fail to exist past the singularity; such a situation is some-
times called an impasse point [11]. For many systems, however, the solution for x
will be well defined through the singularity. It is those problems that we will address
here. It is possible to attempt to remove the redundant constraints and corresponding
multipliers locally after identifying them via QR or SVD; however, this can be a lot of
work. There is also a problem that at different times, different redundant constraints
may be eliminated, leading to problems and inefficiencies in the time integration. Un-
acceptably inaccurate simulations have been reported [21] using this method, due to
errors in not enforcing the constraints near a singular configuration.

In section 2, we show how Baumgarte’s method can be derived via optimization,
which gives some insight into how to choose the Baumgarte parameters. Then we
use the optimization methodology to extend Baumgarte’s method to rank-deficient
and singular systems, deriving a trust-region [12] method. Finally, we consider an-
other regularization of the Baumgarte method which we call the direct regularization
approach. In section 3, we define more precisely for linear DAEs the class of rank-
deficient and singular DAEs which the regularizations are designed to handle, and
analyze the convergence of the trust-region and direct regularization methods. In sec-
tion 4, we derive regularizations for rank-deficient and singular DAE systems of index
greater than two. The new regularizations are different from Baumgarte’s techniques
for higher-index systems because they require only first derivatives of the constraints.
Numerical results are presented in section 5 which illustrate the effectiveness of the
trust-region methods.

2. Regularizations based on the Baumgarte method. In this section we
study rank-deficient index 2 systems of the form

x′ = f(x, t) − B(x, t)y,(2.1a)
0 = g(x, t).(2.1b)

First we modify the Baumgarte minimization for rank-deficient constraints via a trust
region. Then we consider a regularization for rank-deficient systems which is based
on a perturbation of Baumgarte’s method.

Recall that Baumgarte’s stabilization for (2.1a) replaces the constraints (2.1b) by

γg(x, t) +
d

dt
g(x, t) = 0,(2.2)

where γ is chosen so that g = 0 is a stable solution of the differential equation. From
(2.2) and (2.1a), we obtain

x′ = f̃ − γB(GB)−1g,(2.3)

where f̃ = f − B(GB)−1(Gf + gt) and G = gx. In [2], the choice γ = h−1 is recom-
mended for certain explicit discretization methods. The Baumgarte regularization is
not defined when GB is singular.
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2.1. Baumgarte’s method. In this subsection we derive the Baumgarte reg-
ularization via optimization. This provides some insight into the selection of the
Baumgarte parameters and sets the stage for later generalizations for singular sys-
tems of Baumgarte’s method.

Consider the solution of the constraint equation (2.1b). We have (xn+1, tn+1),
where xn+1 = xn + hx′

n and tn+1 = tn + h. By Taylor expansion,

g(xn+1, tn+1) = g(xn + hx′
n, tn + h)(2.4)

= g(xn, tn) + hgx(xn, tn)x′
n + hgt(xn, tn) + O(h2).

Thus,

g(xn, tn) + hgx(xn, tn)x′
n + hgt(xn, tn) = 0.(2.5)

Substituting (2.1a) into (2.5),

g + hG(f − By) + hgt = 0,(2.6)

where G = gx. If (GB)−1 exists, then we can solve for y in (2.6):

y = (GB)−1(Gf + gt) + h−1(GB)−1g.(2.7)

Substituting (2.7) into (2.1a),

x′ =
[
f − B(GB)−1(Gf + gt)

] − h−1B(GB)−1g(2.8)

= f̃ − γB(GB)−1g,

where f̃ = f − B(GB)−1(Gf + gt), and γ = h−1.
The stepsize h as defined above, where γ = h−1, is the time stepsize which is

necessary to locally resolve the constraints via the Taylor expansion (2.4). This may
or may not be related to the time stepsize needed to solve the differential equations to
some accuracy criterion. For example, see Example 1 in [5]. This is a problem where
the constraints vary rapidly in time, but the differential components are relatively
smooth. Experiments in [5] show that the Baumgarte parameter γ needs to be chosen
very large for this problem. If γ is chosen so that γ = h−1, where h is small enough
to resolve the constraints, then the Baumgarte method gives a good solution.

2.2. Trust-region approach. For rank-deficient problems, we consider the lin-
earized constraints via a trust region

min
y

1
2
MT

c Mc(2.9)

subject to
h

2

2

yT y ≤ δ.

The Lagrangian function is then given by L = 1
2MT

c Mc + ε(h
2

2
yT y − δ).

Letting Mc = g+hgt+hGf −h(GB)y, and setting ∇yL = 0 to find the minimum,
we obtain

y = ((GB)T (GB) + εI)−1(GB)T (gt + Gf)(2.10)
+h−1((GB)T (GB) + εI)−1(GB)T g
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and, substituting (2.10) into (2.1a),

x′ = f − By(2.11)
= f − B((GB)T (GB) + εI)−1(GB)T (gt + Gf)

−h−1B((GB)T (GB) + εI)−1(GB)T g,

where h2

2 yT (ε)y(ε) = δ. For ε = 0, and if (GB)−1 exists, the formula reduces to the
Baumgarte stabilization (2.3). The trust-region stabilization (2.11) is applicable even
when B 6= GT .

2.3. Direct regularization approach. For many systems of physical interest,
B = M−1GT , where M−1 is symmetric positive definite. Under these circumstances,
GB is symmetric positive semidefinite; thus, we can replace GB in (2.7) by (GB+εI),
which is then guaranteed to be nonsingular for ε > 0. This yields

y = (GB + εI)−1(Gf + gt) + h−1(GB + εI)−1g.(2.12)

Substituting into (2.1a), we obtain

x′ = f − By = f − B(GB + εI)−1(gt + Gf)(2.13)
−h−1B(GB + εI)−1g.

In subsequent sections, we will investigate the convergence properties of the trust-
region regularization (2.11) and the direct regularization (2.13), and show that (2.11)
is advantageous because of its greater applicability and robustness, for certain rank-
deficient and singular DAE systems.

3. Convergence. In this section we will study the convergence of the trust-
region and direct regularization schemes.

DEFINITION 3.1. Consider the linear DAE

x′ = A(t)x + B(t)y + q(t),(3.1a)
0 = C(t)x + r(t)(3.1b)

on [t0, tf ], subject to initial conditions in x which satisfy the constraints (3.1b), where
x ∈ <n, y ∈ <m, C ∈ <m×n, A, B, C are time-dependent matrices, and B, C are
differentiable. Assume the following hold.

1. Rank(C) = Rank(B) = r, r < m.
2. The constraints are consistent, r(t) ∈ Im C(t).
3. The reduced problem is index 2. Defining BT = UBΣBV T

B , we can eliminate
the redundant constraints and components of y to obtain the reduced problem

x′ = Ax + VB

(
Σ̄B

0

)
z1 + q(t),

0 = [Σ̄C , 0]V T
C x + r̄1(t),

where

ΣC =
(

Σ̄C 0
0 0

)
, ΣB =

(
Σ̄B 0
0 0

)
.

The reduced problem is index 2 if [Σ̄C , 0]V T
C VB

[
Σ̄B

0

]
is nonsingular.

Then (3.1) will be called a rank-deficient index-2 DAE.
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THEOREM 3.1. Consider the rank-deficient index 2 DAE (3.1). For γ sufficiently
large, the following hold.

1. Solutions to the regularization

x′ = Ax + By + q(t),(3.2a)
(CCT + εI)y = −(γ(Cx + r)(3.2b)

+(CAx + Cq + C ′x + r′)),

where B = CT and N(CT ) (the null space of CT ) is constant, converge
uniformly as ε → 0 in x to the solution to (3.1). The errors in x are O(ε).

2. Solutions to the regularization

x′ = Ax + By + q(t),(3.3a)
((CB)T (CB) + εI)y = −(CB)T (γ(Cx + r)(3.3b)

+ CAx + Cq + C ′x + r′),(3.3c)

where N(BT ) = N(C), converge uniformly as ε → 0 in x to the solution to
(3.1). The errors in x are O(ε).

Proof. Consider first the regularization (3.2) and B = CT . Let UΣV T be the
smooth singular value decomposition of C; i.e.,

C = UΣV T ,

where

Σ =
[

Σ̄ 0
0 0

]
,

and define r̄ by

UT r =
[

r̄
0

]
.

Partition U = [U1, U2]. Multiply the constraints in (3.2) by UT , and let z = UT y, to
obtain

x′ = Ax + V Σz + q(t),(3.4a)

(Σ2 + εI)z = −
(

γ

(
ΣV T x +

(
UT

1 r
0

))
+ (ΣV T Ax + ΣV T q + UT C ′x + UT r′)

)
.(3.4b)

Since N(CT ) is constant, U ′
2 ≡ 0. It follows from (UT U)′ = 0 that

UT U ′ =
[

UT
1 U ′

1 0
0 0

]
.

Differentiating UT r, we find also that

UT r′ =
(

UT
1 r′

0

)
.
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Thus,

x′ = Ax + V Σz + q(t),(3.5a)

(Σ2 + εI)z = −
[
γ

(
ΣV T x +

(
UT

1 r
0

))
+ ΣV T Ax + ΣV T q

+(ΣV T )′x +
[

(UT
1 U ′

1)Σ̄ 0
0 0

]
V T x +

(
UT

1 r′

0

)]
.(3.5b)

Partitioning z =
(
z1
z2

)
, we see from the bottom block of (3.5) that z2 ≡ 0. Rewriting

(3.5) in terms of z1 only,

x′ = Ax + V

[
Σ̄
0

]
z1 + q(t),(3.6a)

(Σ̄2 + εI)z1 = −d(x),(3.6b)

where

d(x) = γ([Σ̄, 0]V T x + UT
1 r) + [Σ̄, 0]V T Ax + [Σ̄, 0]V T q

+([Σ̄, 0]V T )′x + (UT
1 U ′

1)[Σ̄, 0]V T x + UT
1 r′.

Similar to [4], define

v = Rx,

w = C̄x + r̄,

where

R = [0, I]V T ,

C̄ = [Σ̄, 0]V T ,

r̄ = UT
1 r.

Then x is given by the inverse transformation

x = Sv + Fw − F r̄,

where S and F are defined by (
R
C̄

)−1

= (S, F ).

Changing variables from x to (v, w) in (3.6), we obtain[
v′

w′

]
=

[
(R′S + RAS)

O(ε)
(R′F + RAF )

−γI + D + O(γε)

] [ v

w

]
+

[−R′F r̄ − RAF r̄ + Rq

O(ε)

]
,

(3.7)
where D = UT ′

1 U1. The solution to (3.1) satisfies (3.7) with ε = 0. It follows from
Theorem 10.6 of [17] that for γ sufficiently large, w = O(ε) and the error in v is O(ε).
Thus, the error in x is O(ε).

Now consider the second regularization (3.3). Let C = UCΣCV T
C and BT =

UBΣBV T
B . Then

CB = UCΣCV T
C VBΣT

BUT
B = UCJUT

B ,
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where J = ΣCHΣT
B and H = V T

C VB . Then (3.3) can be written

x′ = Ax + VBΣT
Bz + q(t),(3.8a)

(JT J + εI)z = −JT UT
C d,(3.8b)

where z = UT
By and d = γ(Cx + r) + (CAx + Cq + C ′x + r′). Partitioning z =

(
z1
z2

)
,

where z1 ∈ <r, from the bottom block of (3.8) we note that z2 ≡ 0. Thus, we can
rewrite (3.8) in terms of z1 only,

x′ = Ax + VB

(
Σ̄B

0

)
z1 + q(t),(3.9a)

(J̄T J̄ + εI)z1 = −[J̄T , 0]UT
C d,(3.9b)

where

J̄ =
(

Σ̄CH11Σ̄B 0
0 0

)
.

Convergence of x and By follows similarly to the first regularization by change of
variables to

v = Rx = [0, I]V T
B x,

w = C̄x = [Σ̄C , 0]V T
C x

to obtain an equation of the form (3.7) from which the results follow.
Now we consider the case where the constraint matrix is singular (i.e., not of

constant rank).
DEFINITION 3.2. Consider the linear DAE (3.1). Suppose CB is nonsingular

except at an isolated singular point t?. Assume the following.
1. The projector P = B(CB)−1C is differentiable, where

P (j)(t?) = lim
t→t?

(B(CB)−1C)(j)(t).

2. The inhomogeneity r(t) satisfies r ∈ Im C(t), t ∈ [t0, tf ], and C(t)+r(t) is
differentiable with respect to t.

Ascher and Lin [3] have shown that there exists a unique solution to (3.1) where x
and By are smooth (differentiable). We will call this problem a kinematically singular
index-2 DAE.

Let σ be the smallest singular value of CB, near the singularity. Then the singu-
larity will be called a singularity of multiplicity m if for t sufficiently close to t?

|σ(t) − σ(t?)| ≤ K|t − t?|m

for some constant K.
A linear DAE (3.1) will be called a rank-deficient and kinematically singular index-

2 DAE if after eliminating any redundant constraints and Lagrange multipliers as in
Definition 3.1, the reduced problem is a kinematically singular index-2 DAE.

THEOREM 3.2. Consider the rank-deficient and kinematically singular index 2
DAE (3.1). Assume the singularity is of multiplicity m.
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1. Solutions to the regularization (3.2) converge as ε → 0 for γ sufficiently large
to the solution of (3.1), for B = CT . Errors in x due to the regularization are
O(ε1/2) in the region to the left of the interval of length O(ε1/2m) surrounding
the singularity and of order O(ε1/2 max(m,1)) thereafter.

2. The same conclusion holds for the regularization (3.3) for B such that N(BT )
= N(C). Here the errors in x are O(ε1/4) in the region to the left of the
interval of length O(ε1/4m) surrounding the singularity and O(ε1/4 max(m,1))
thereafter.

Proof. Without loss of generality, we can remove any global singularity as in
Theorem 3.1 and form a reduced system. Hence we will assume that the matrices B
and C are of full rank except at the singularity which is assumed to be local.

The regularized solution (3.2) satisfies

x′ = Ax + q(t)(3.10)
−CT (CCT + εI)−1(C ′x + r′ + CAx + Cq(t))
−γCT (CCT + εI)−1(Cx + r(t)).

The true solution (3.1) satisfies

x̂′ = Ax̂ + q(t)(3.11)
+x̂′ − Ax̂ − q(t)
−γCT (CCT + εI)−1(Cx̂ + r(t)).

Rewriting,

x̂′ = Ax̂ + q(t)(3.12)
−CT (CCT + εI)−1C(−x̂′ + Ax̂ + q(t))
−(I − CT (CCT + εI)−1C)(−x̂′ + Ax̂ + q(t))
−γCT (CCT + εI)−1(Cx̂ + r(t)).

Substituting −Cx̂′ = C ′x̂ + r′,

x̂′ = Ax̂ + q(t)(3.13)
−CT (CCT + εI)−1(C ′x̂ + r′(t) + CAx̂ + Cq(t))
−(I − CT (CCT + εI)−1C)(−x̂′ + Ax̂ + q(t))
−γCT (CCT + εI)−1(Cx̂ + r(t)).

Subtracting (3.13) from (3.10), and letting e = x − x̂, we have

e′ = Ae − CT (CCT + εI)−1(C ′e + CAe)(3.14)
−γCT (CCT + εI)−1Ce

−(I − CT (CCT + εI)−1C)(CT ŷ).

Rename ex = e. As in [3], there exists a piecewise smooth (differentiable on
[t0, t?] and [t?, tf ]) matrix function R(t) ∈ <(n−m)×n which has full rank and satisfies
RCT = 0. Let ev = Rex, and ew = Pex, where P = CT (CCT )−1C and ex = e. Then
the inverse transformation is given by

ex = Sev + ew,



762 LINDA R. PETZOLD, YUHE REN, AND TIMOTHY MALY

where S = (I − P )RT . Changing variables in (3.14) to (ev, ew) yields

e′
v = (RAS + R′S)ev + (RA + R′)ew(3.15a)

e′
w = P ′Sev + P ′ew + PASev + PAew

−CT (CCT + εI)−1(C ′S + CAS)ev

−CT (CCT + εI)−1(C ′ + CA)ew

−γCT (CCT + εI)−1Cew

−(P − CT (CCT + εI)−1C)CT ŷ.(3.15b)

Noting that CS = 0, hence C ′S = −CS′,

e′
w = P ′Sev + P ′ew + PASev + PAew

−CT (CCT + εI)−1C((S′ − AS)ev + Aew)
−CT (CCT + εI)−1C ′ew

−γCT (CCT + εI)−1Cew

−(P − CT (CCT + εI)−1C)CT ŷ.(3.16)

Thus, we can write

e′ = E(t)e + F (t),(3.17)

a differential equation for e = (ev, ew)T , where the matrix E and function F are
defined by (3.15a) and (3.16).

Taking the inner product of both sides of (3.17) with e,

1
2

d

dt
‖e‖2 = 〈Ee, e〉 + 〈F, e〉

≤ ν(E)‖e‖2 + ‖e‖‖F‖,(3.18)

where ν(E) is the logarithmic norm (the largest eigenvalue of the symmetric part
of E). Let σ be the smallest singular value of CCT near the singularity t?. In the
subinterval [t?L, t?R], where |σ| ≤ ε1/2, we have ‖F‖ ≤ 1. For large enough γ on this
subinterval the eigenvalues of the symmetric part of E are either O(1) or have large
negative real part (dominated by the term γCT (CCT + εI)−1C). Hence ν(E) = O(1)
on this interval. Let ē = ‖e‖. Then from (3.18),

1
2

d

dt
ē2 ≤ O(1)ē2 + ēO(1).(3.19)

Thus,

ē′ ≤ O(1)ē + O(1)(3.20)

and it follows that if ē is O(ε1/2) at the beginning of this subinterval, which we will
show in a moment, then the size of ē over [t?L, t?] is the maximum of O(ε1/2) and the
order of the length of the subinterval. At t?, R(t) may not be continuous. Redefining
e via R to the right of the singularity does not change its order of magnitude size.
Now by similar arguments, the size of ē in the subinterval [t?, t?R] is the maximum of
O(ε1/2) and the order of the length of this subinterval.
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The length of the subinterval [t?L, t?R] depends on the multiplicity of the singularity.
If t? is a singularity of multiplicity m, then

|σ(t) − σ(t?)| ≤ K|t − t?|m = O(ε1/2).

Thus, t − t? = O(ε1/2m) and it follows that the errors in x in the subinterval [t?L, t?R]
are O(ε1/2 max(m,1)).

The rate of convergence thus depends on the multiplicity of the singularity. Con-
vergence is slowest in the subinterval near the root. On the remainder of the interval,
where |σ| > ε1/2, we have the same inequality (3.18), but now ‖F‖ = O(ε1/2). Thus,
the accuracy in x in the region to the left of the subinterval of singularity is at least
O(ε1/2). In the region following the subinterval of singularity, the errors at t?R may
already be of order O(ε1/2 max(m,1)), hence the order of accuracy following the singu-
larity is O(ε1/2 max(m,1)).1

For the regularization (3.3), the errors satisfy

e′ = Ae − B((CB)T (CB) + εI)−1(CB)T (C ′e + CAe)(3.21)
−γB((CB)T (CB) + εI)−1(CB)T Ce

−(I − B((CB)T (CB) + εI)−1(CB)T C)(Bŷ).

We will now examine the last two terms in (3.21) more closely. Let B and C be
decomposed BT = UBΣBV T

B , C = UCΣCV T
C . Let J = ΣCHΣT

B , where H = V T
C VB .

Then

B((CB)T (CB) + εI)−1(CB)T C = VBΣT
B(JT J + εI)−1JT ΣCV T

C .(3.22)

Partition VC = [VC1 , VC2 ], VB = [VB1 , VB2 ]. Since

J = [Σ̄C , 0]

[
V T

C1

V T
C2

]
[VB1 , VB2 ]

[
Σ̄B

0

]
we have

J = Σ̄CV T
C1

VB1Σ̄B .

Thus, at all points except the singularity,

VB1Σ̄B = (Σ̄CV T
C1

)−1J.(3.23)

Substituting (3.23) into (3.22), we have

B((CB)T (CB) + εI)−1(CB)T C = VC1Σ̄
−1
C J(JT J + εI)−1JT Σ̄CV T

C1
.

Now, since N(BT ) = N(C), we can take VB1 = VC1 [25, Lem. 1]. Then

B((CB)T (CB) + εI)−1(CB)T C = VC1(Σ̄
2
CΣ̄2

B + εI)−1Σ̄2
CΣ̄2

BV T
C1

and

I − B((CB)T (CB) + εI)−1(CB)T C = VC1(I − (Σ̄2
CΣ̄2

B + εI)−1Σ̄2
CΣ̄2

B)V T
C1

.

Thus, (3.21) has a form analogous to (3.14). The remainder of the proof follows simi-
larly to the first regularization. The error in x due to the regularization is O(ε1/4) in
the region preceding the subinterval surrounding the singularity and O(ε1/4 max(m,1))
elsewhere.

1We suspect from our computational experiences and from the structure of this system that,
particularly for m ≤ 2, errors in the interval to the right of the singularity are O(ε1/2). However, we
have been unable to prove this.
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4. Methods for rank-deficient and singular index-3 systems. For higher-
index singular systems, one can convert stably [5] to a singular index-2 system and
solve via the methods of section 2. It is also possible to solve the index-3 system di-
rectly via higher-index versions of Baumgarte’s method (1.3), but this requires higher
derivatives for the constraint. Here we derive some regularizations for higher-index
systems, via the optimization methodology. Unlike the index-2 regularizations, we
have not done any convergence analysis on these index-3 regularizations; however,
our computational experience with the index-3 trust-region regularization has been
positive. These new methods are different from Baumgarte’s techniques because they
require only first derivatives of the constraint and can be extended as in the index-2
case to rank-deficient and singular systems.

Consider a semiexplicit index-3 differential-algebraic equation of the form

x′′ = f(x, x′, t) − B(x, x′, t)y,(4.1a)
0 = g(x, t).(4.1b)

By Taylor expansion

xn+1 = x(tn + h) = xn + hx′
n +

1
2
h2x′′

n + O(h3),(4.2)

and

0 = g(xn+1, tn+1) ≈ g(xn, tn) + hgx

(
x′

n +
1
2
hx′′

n

)
+ hgt.

Then by (4.1a), we have

g + h(Gx′ + gt) +
1
2
h2Gf − 1

2
h2(GB)y = 0,(4.3)

where G = gx. If (GB)−1 exists, then

y = (GB)−1Gf +
2
h

(GB)−1(Gx′ + gt) +
2
h2 (GB)−1g.(4.4)

Substituting (4.4) into (4.1), we have

x′′ = f − B(GB)−1Gf − 2
h

B(GB)−1(Gx′ + gt) − 2
h2 B(GB)−1g.(4.5)

4.1. Trust-region approach. If GB is singular, we cannot solve (4.3) for y.
We will apply the trust-region approach for solving it.

Consider the trust-region approach for the problem

min
y

1
2
MT

c Mc

subject to
h4

2
yT y ≤ δ,

where Mc = g + h(Gx′ + gt) + 1
2h2Gf − 1

2h2(GB)y. The Lagrangian function L =
1
2MT

c Mc + ε(h4

2 yT y − δ).
Letting 5yL = 0, we have

1
2
h2[(GB)T (GB) + εI]y = (GB)T g + h(GB)T (Gx′ + gt) +

1
2
h2(GB)T Gf,
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or

y = [(GB)T (GB) + εI]−1(GB)T Gf

+
2
h

[(GB)T (GB) + εI]−1(GB)T (Gx′ + gt)

+
2
h2 [(GB)T (GB) + εI]−1(GB)T g.(4.6)

Substituting y into (4.1), we have

x′′ = f − B[(GB)T (GB) + εI]−1(GB)T Gf

− 2
h

B[(GB)T (GB) + εI]−1(GB)T (Gx′ + gt)

− 2
h2 B[(GB)T (GB) + εI]−1(GB)T g.(4.7)

For ε = 0, and if (GB)−1 exists, the formula (4.7) becomes the formula (4.5).

4.2. Direct regularization approach. We can construct a method which is
analogous to the direct regularization approach of section 2.3 by perturbing the matrix
GB in (4.5), to obtain

x′′ = f −B(GB + εI)−1Gf − 2
h

B(GB + εI)−1(Gx′ + gt)− 2
h2 B(GB + εI)−1g.(4.8)

4.3. Singular mass matrix. The above techniques can be applied directly for
solving the Euler–Lagrange equations which describe constrained mechanical systems

M(q)q′′ = f(q, q′, t) + GT λ,(4.9a)
0 = g(q)(4.9b)

even if the mass matrix M is singular. If M is singular, we consider the original
Lagrangian equations for (4.9a)

min
q′′

1
2
||Mq′′ − (f + GT λ)||22(4.10a)

subject to
1
2
q′′T q′′ ≤ δ,(4.10b)

0 = g(q).(4.10c)

Then we have

(MT M + γI)q′′ = MT f + MT GT λ,(4.11a)
0 = g(q)(4.11b)

for some γ > 0. Our techniques can then be applied directly to (4.11), even if M is
singular in the Lagrangian equations (4.9).

4.4. Higher-index DAE. Consider the DAE of order m

x(m) = f(x, x′, . . . , x(m−1), t) − B(x, x′, . . . , x(m−1), t)y,(4.12a)
0 = g(x, t)(4.12b)
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which is index m + 1 if GB is nonsingular. Applying Taylor series for xn+1, we have

xn+1 = x(tn + h) = xn + hx′
n +

1
2!

h2x′′
n + · · · +

1
m!

hmx(m)
n + O(hm+1).

Solving the constraint equation by Newton’s method,

g(xn, tn) + gx

(
hx′

n +
1
2!

h2x′′
n + · · · +

1
m!

hmx(m)
n

)
+ hgt = 0

or

g + h(Gx′ + gt) +
1
2!

h2Gx′′ + · · · +
1

(m − 1)!
hm−1Gx(m−1) +

1
m!

hmGx(m) = 0.

Substituting (4.12a),

g+h(Gx′+gt)+
1
2!

h2Gx′′+· · ·+ 1
(m − 1)!

hm−1Gx(m−1)+
1
m!

hmG(f−By) = 0.(4.13)

If GB is nonsingular, then

y = (GB)−1Gf +
m

h
(GB)−1Gx(m−1)

+
m(m − 1)

h2 (GB)−1Gx(m−2) + · · · +
m!

2hm−2 (GB)−1Gx′′

+
m!

hm−1 (GB)−1(Gx′ + gt) +
m!
hm

(GB)−1g.(4.14)

We can solve the mth order ODE (4.12a) for x(m):

x(m) = f − B(GB)−1Gf − m

h
B(GB)−1Gx(m−1)

−m(m − 1)
h2 B(GB)−1Gx(m−2) − · · · − m!

2hm−2 B(GB)−1Gx′′

− m!
h(m−1) B(GB)−1(Gx′ + gt) − m!

hm
B(GB)−1g.(4.15)

If GB is singular, we apply the trust-region approach for solving (4.13). Consider the
problem

min
y

1
2
MT M

subject to
h2m

2
yT y ≤ δ,

where M = g+h(Gx′+gt)+ 1
2h2Gx′′+· · ·+ 1

(m−1)!h
m−1Gx(m−1)+ 1

m!h
m(Gf−(GB)y).

We obtain the solution for y:

y = [(GB)T (GB) + εI]−1(GB)T

[
Gf +

m!
hm

g

+
m!

hm−1 (Gx′ + gt) +
m!

2hm−2 Gx′′ + · · · +
m

h
Gx(m−1)

]
.(4.16)

The solution for x is given by (4.12a).
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FIG. 5.1. Example 5.1, Baumgarte method, γ = 103.

5. Numerical experiments. In this section we present the results of some
numerical experiments illustrating the effectiveness of the trust-region methods for
rank-deficient DAEs.

Example 5.1 (linear test problem). Consider the linear test problem

x′ = 2 + ty,(5.1a)
0 = tx − t(t + 1).(5.1b)

This problem has true solution

x = t + 1,

y = −t−1.

Thus, y blows up at the singularity while x remains smooth. We used DASSL
[10] to solve the equations given by the Baumgarte method (2.8), the trust-region
method (2.11), and the direct regularization method (2.13). For all of our index-2
tests DASSL was modified as recommended in [10]; the root mean square (RMS)
norm (DASSL default) was used for all convergence tests with the exception of the
error test, which was modified to exclude the index-2 variable. (For the index-3 tests,
this norm was modified to exclude the index-2 and index-3 variables). Throughout
the testing, the relative error tolerance (RTOL) and absolute error tolerance (ATOL)
were fixed at 10−5. All testing was done in double precision.

In Figures 5.1–5.3 we show the results for Example 5.1. For this simple example,
the unmodified Baumgarte method (Figure 5.1) works by passing over the singular-
ity (however, we found that for other error tolerances and parameters, this method
sometimes fails if the steps get too close to the singularity).

In Figures 5.2 and 5.3, the direct regularization and trust-region approaches are
used, with γ = 103 and ε = 10−6. We can see the effect of the error due to the
regularization, at the singularity. Figure 5.4 shows the trust-region approach with
γ = 103 and ε = 10−9; we can no longer see the effects of the error due to the
regularization.

Example 5.2 (slider-crank mechanism). Next we attempted a more difficult non-
linear singular DAE, arising from the slider-crank mechanism in Figure 5.5 [19].

Here θ1 and θ2 act as generalized coordinates and, as shown, all other physical
parameters have been given values of unity. After some manipulation, the equations
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FIG. 5.2. Example 5.1, direct regularization method, γ = 103, ε = 10−6.

FIG. 5.3. Example 5.1, trust-region method, γ = 103, ε = 10−6.

FIG. 5.4. Example 5.1, trust-region method, γ = 103, ε = 10−9.

of motion for the index-3 DAE formulation for this problem take the form[
2.0

cos(θd)
cos(θd)

1.0

] [
θ̈1

θ̈2

]
+

[− sin(θd)(θ̇2)2 + 19.6 sin(θ1)

sin(θd)( ˙θ1)
2

+ 9.8 sin(θ2)

]
+

[
sin(θ1)
sin(θ2)

]
λ = 0,(5.2)
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FIG. 5.5. Example 5.2, slider-crank mechanism.

where θd = θ2 − θ1, with the constraint

g3(θ, t) = − cos(θ1) − cos(θ2) = 0.(5.3)

The equations of motion for the index-2 problem are identical to the above equations,
except that the constraint is now differentiated with respect to time

g2(θ, t) = sin(θ1)θ̇1 + sin(θ2)θ̇2 = 0.(5.4)

The principle reason this problem was chosen as a test case is the presence of a
bifurcation singularity (and a lockup-type singularity for L1 6= L2) at the point
(θ1, θ2) = (0, π), which allows for one of two system configurations. In terms of
the index-2 or index-3 DAE formulations, the singularity manifests itself as the rank
deficiency of the matrix GB, where G = d

dθ (g). In fact, for this problem, both the
index-2 and the index-3 constraints vanish at (0, π), insuring that det(GB) = 0 at the
point of singularity.

In Figures 5.6–5.8, we show the results of solving the index-2 equations with the
Baumgarte method, the direct regularization method, and the trust-region method,
respectively, with γ = 103, ε = 10−6. Although the Baumgarte method works for
this error tolerance and parameters, our experience is that it is not robust and often
fails at the singularities. The direct regularization method fails at the singularity.
From Figure 5.8, we can see that the trust-region method is doing a good job. These
results are not surprising because the linearization of this problem fails to satisfy B =
CT , which is a condition in Theorem 3.2 for convergence of the direct regularization
method but is not required for convergence of the trust-region regularization. In
Figures 5.9–5.11, we show the results of the three methods for γ = 106, ε = 10−6 (here
we have used RTOL = ATOL = 10−6). We see that for this choice of parameters, the
Baumgarte method and the direct regularization method fail, whereas the trust-region
method succeeds. We have also found that the Baumgarte method is very sensitive,
near the singularity, to how the equations are formulated. Here we are solving (2.1a)
coupled to (2.5), which has been much more robust than solving (2.8) directly.

Finally, we tested the index-3 versions of the methods on the index-3 slider-crank
equations. The results are shown in Figures 5.12–5.14. From Figures 5.12 and 5.13,
we see that the Baumgarte method and the direct regularization method converge
to incorrect solutions. We believe this is due to the loose error control which is (by
necessity) used in the index-3 solution. From Figure 5.14, the trust-region method
converges. Our experience with the trust-region methods in either the index-2 or
index-3 versions is that they are very robust.
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FIG. 5.6. Example 5.2, Baumgarte method, γ = 103, index-2.

FIG. 5.7. Example 5.2, direct regularization method, γ = 103, ε = 10−6, index-2.

FIG. 5.8. Example 5.2, trust-region method, γ = 103, ε = 10−6, index-2.

Acknowledgments. The authors would like to thank Dan Rosenthal, K. C.
Park, and Dae-Sun Bae for bringing this problem to our attention, and Uri Ascher
and Steve Campbell for discussions which contributed to the early part of this work.
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FIG. 5.9. Example 5.2, Baumgarte method, γ = 106, index-2.

FIG. 5.10. Example 5.2, direct regularization method, γ = 106, ε = 10−6, index-2.

FIG. 5.11. Example 5.2, trust-region method, γ = 106, ε = 10−6, index-2.
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FIG. 5.12. Example 5.2, Baumgarte method, γ0 = 2 × 106, γ1 = 2 × 103, index-3.

FIG. 5.13. Example 5.2, direct regularization method, γ0 = 2 × 106, γ = 2 × 103, ε = 10−6, index-3.

FIG. 5.14. Example 5.2, trust-region method, γ0 = 2 × 106, γ = 2 × 103, ε = 10−6, index-3.
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[24] P. LÖTSTEDT, On a Penalty Function Method for the Simulation of Mechanical Systems Sub-
ject to Constraints, Tech. report TRITA-NA-7919, Royal Institute of Technology, Stock-
holm, Sweden, 1979.

[25] P. K. MOORE, L. R. PETZOLD, AND Y. REN, Regularization of Index-One Differential-Algebraic
Equations with Rank-Deficient Constraints, Tech. report, Dept. of Computer Science, Uni-
versity of Minnesota, Minneapolis, MN, 1996.



774 LINDA R. PETZOLD, YUHE REN, AND TIMOTHY MALY

[26] K. C. PARK AND J. C. CHIOU, Stabilization of computational procedures for constrained dy-
namical systems, J. Guidance Control Dynamics, II (1988), pp. 365–370.

[27] L. R. PETZOLD AND F. A. POTRA, ODAE methods for the numerical solution of Euler-La-
grange equations, Appl. Numer. Math., 10 (1992), pp. 397–413.

[28] F. A. POTRA AND W. C. RHEINBOLDT, Differential-geometric techniques for solving differen-
tial algebraic equations, in NATO Advanced Research Workshop in Real-Time Integration
Methods for Mechanical System Simulation, R. Deyo and E. Haug, eds., Springer-Verlag,
Heidelberg, 1990.

[29] F. A. POTRA AND W. C. RHEINBOLDT, On the numerical solution of the Euler-Lagrange
equations, Tech. report R-81, Center for Simulation and Design Optimization of Mechanical
Systems, University of Iowa, Iowa City, IA, 1990.

[30] W. SCHIEHLEN, ED., Multibody Systems Handbook, Springer-Verlag, Berlin, New York, 1990.
[31] R. A. WEHAGE AND E. J. HAUG, Generalized coordinate partitioning for dimension reduction

in analysis of constrained dynamic systems, J. Mech. Design, 104 (1982), pp. 247–255.


