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Abstract

Motivation: Stochastic promoter switching between transcriptionally active (ON) and inactive (OFF) states is a major source of noise in gene expression. It is often implicitly assumed that transitions between promoter states are memoryless, i.e. promoters spend an exponentially distributed time interval in each of the two states. However, increasing evidence suggests that promoter ON/OFF times can be non-exponential, hinting at more complex transcriptional regulatory architectures. Given the essential role of gene expression in all cellular functions, efficient computational techniques for characterizing promoter architectures are critically needed.

Results: We have developed a novel model reduction for promoters with arbitrary numbers of ON and OFF states, allowing us to approximate complex promoter switching behavior with Weibull-distributed ON/OFF times. Using this model reduction, we created bursty Monte Carlo expectation-maximization with modified cross-entropy method (‘bursty MCEM²’), an efficient parameter estimation and model selection technique for inferring the number and configuration of promoter states from single-cell gene expression data. Application of bursty MCEM² to data from the endogenous mouse glutaminase promoter reveals nearly deterministic promoter OFF times, consistent with a multi-step activation mechanism consisting of 10 or more inactive states. Our novel approach to modeling promoter fluctuations together with bursty MCEM² provides powerful tools for characterizing transcriptional bursting across genes under different environmental conditions.

Availability and implementation: R source code implementing bursty MCEM² is available upon request.

Contact: absingh@udel.edu

Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction

The process of gene expression—whereby the information contained in a DNA sequence is converted into RNA and proteins—plays an essential role in the execution of nearly all cellular functions. As a result, the misregulation of this process underlies a large number of human diseases including cancer, diabetes and neurological disorders (Lee and Young, 2013). Despite its importance, the mechanistic details of gene expression are still not well understood. In particular, we lack a comprehensive molecular-level explanation for expression ‘bursts’—periods of intense RNA and protein production separated by periods of quiescence—observed in pro- and eukaryotes (Cai et al., 2006; Raj et al., 2006). Precise characterization of the mechanisms underlying expression bursts is profoundly important, as the properties of these bursts have been implicated in
disease-related processes such as bacterial phenotype switching (Choi et al., 2008) and HIV activation (Singh et al., 2010).

Recent advances in single-cell monitoring and single-molecule detection have made possible the experimental characterization of gene expression bursts (Dar et al., 2012; Golding et al., 2005; Singh, 2014; So et al., 2011; Suter et al., 2011; Yu et al., 2006). Specifically, Suter et al. (2011) have quantified transcriptional bursts from 11 endogenous mouse promoters, demonstrating that each observed expression pattern can be approximated using a stochastic two-state model of promoter architecture. This commonly used ‘random telegraph’ model assumes that each promoter can exist in one of two states—ON or OFF—with synthesis of RNA only possible in the ON state. Because of intrinsic noise exhibited by the small numbers of molecules involved in transcription (e.g. 1–2 copies of DNA, few available copies of transcriptional regulators) (Raser and O’Shea, 2005), the promoter produces expression bursts by switching randomly between the transcriptionally active (ON) and inactive (OFF) states according to kinetic parameters (rate constants) that can be estimated from single-cell time series data (Suter et al., 2011).

Although conceptually useful and amenable to analytical characterization, the random telegraph model is an oversimplification of the architecture of most promoters. Because of simultaneous regulation by multiple transcription factors as well as chromatin modifications, the effective number of states for most promoters is thought to be larger than two (Zhang et al., 2012). A recent study of the human prolactin gene supports this assertion, where the distribution of time its promoter spent in an inactive state was inferred to be strongly non-exponential and thus indicative of multiple, sequential OFF states (Harper et al., 2011). Classical examples of multi-state promoters include that of PrM in phage lambda, whose complex mechanism of regulation gives rise to 128 regulatory states (Sanchez et al., 2013) and the Endo16 gene in sea urchin, whose cis-regulatory domain contains >30 binding sites for 15 different proteins that perform combinatorial regulation (Yuh et al., 1998). In light of these observations and the increasing availability of single-cell expression data, computational methods are needed for characterizing complex promoter architectures and efficiently simulating their behavior.

An ideal candidate for such a method would (i) leverage the intrinsic noise of the system to better identify underlying mechanisms (Minsky et al., 2009), (ii) simultaneously infer both the configuration of promoter states and the associated kinetic parameters needed for predictive simulation and (iii) provide computationally efficient performance for a wide range of architectures. Currently existing methods satisfy only a subset of these requirements. Suter et al. (2011) performed hidden Markov model parameter inference for two- and three-state promoter architectures, but their models assume constant (noise-free) promoter activity and RNA levels between discretely observed time points and they do not provide an efficient means to characterize architectures with larger numbers of states. We previously developed Monte Carlo expectation-maximization (MCEM) with modified cross-entropy method (MCEM2), which uses statistically exact stochastic simulations to infer kinetic parameters from single-cell time series data (Daigle et al., 2012). However, the original version of MCEM2 does not enable characterization of promoter architecture. Toni et al. (2009) developed an approximate Bayesian computation-based method for inferring both parameters and model structure using stochastic simulations. Unfortunately, when using this method to discriminate between promoter models with increasing numbers of states, the addition of each state increases the number of unknown kinetic parameters (e.g. switching rates). In the presence of limited amounts of experimental data, this quickly renders more complex (and thus more realistic) models non-identifiable. We note that this drawback applies to any inference method that represents transitions between individual promoter states explicitly. Finally, stochastic simulation of multi-state promoter architectures suffers from a linear increase in computational cost with the addition of each promoter state, making the study of more complex models difficult.

Because of the limitations described above, our goal in this work was to develop a computationally efficient method for characterizing gene expression bursts by inferring the number and configuration of promoter states from single-cell time series data.

2 Results

Our results are structured as follows: we first devise a novel model reduction strategy that represents arbitrary numbers of promoter states by a single state accompanied by a time-dependent switching rate. As we demonstrate below, this strategy enables both efficient simulation and parameter inference. Next, we incorporate this model reduction into MCEM2 and augment the method to perform model selection for configuration of promoter states. We demonstrate the resulting approach—bursty MCEM2—by inferring the effective numbers of promoter states underlying simulated single-cell expression data. In addition, we use bursty MCEM2 to characterize the architecture of the endogenous mouse glutaminase promoter given experimentally observed time series data (Suter et al., 2011).

2.1 Model reduction for multi-state promoters

The random telegraph model of transcription can be represented by the following four chemical reactions:

$$\begin{align*}
\text{DNA}_{\text{OFF}} & \xrightarrow{k_{\text{on}}} \text{DNA}_{\text{ON}} \\
\text{DNA}_{\text{ON}} & \xrightarrow{k_{\text{off}}} \text{mRNA} + \text{DNA}_{\text{OFF}} \\
\text{mRNA} & \xrightarrow{\gamma_{\text{m}}} \emptyset,
\end{align*}$$

where the promoter randomly switches between OFF and ON states according to rates $k_{\text{on}}$ and $k_{\text{off}}$. RNA synthesis occurs at rate $k_{\text{on}}$ from the ON state and expressed mRNAs live for an exponentially distributed time interval with mean lifetime $1/\gamma_{\text{m}}$, where $\gamma_{\text{m}}$ is the mRNA degradation rate.

A simplified version of (1) that is often used to model transcriptional bursting of mRNAs is:

$$\begin{align*}
\text{DNA}_{\text{ON}} & \xrightarrow{c_{1}} \text{DNA}_{\text{ON}} + \beta \times \text{mRNA} \\
\text{mRNA} & \xrightarrow{\gamma_{\text{m}}} \emptyset,
\end{align*}$$

where $c_{1}$ and $\beta$ denote the burst frequency and size, respectively. In the stochastic formulation of (2) [see Gillespie (2007) for background information], mRNA bursts arrive at exponentially distributed time intervals with rate $c_{1}$. Each expression event generates a geometrically distributed number of transcripts $\beta$ with mean value $(1 - c_{1})/c_{1}$ (Evans et al., 2000). Model (2) provides an increasingly accurate approximation of (1) as $k_{\text{off}} \to \infty$, with $c_{1} = k_{\text{on}}$ and $\gamma_{\text{m}} = k_{\text{off}}/(k_{\text{off}} + k_{\text{on}})$. A sample trajectory of mRNA
In this work, we consider transcription propensity functions of the form $c_1 \exp(t)^2$, where $c_1 > 0$ and $c_2 \geq 0$. The corresponding simplified transcription reaction is represented as:

$$DNA_{ON} \exp(t)^2 \times DNA_{ON} + \beta \times mRNA. \quad (4)$$

For this class of propensity functions, the inter-burst arrival time distribution can be obtained as follows:

$$\frac{dF(t)}{dt} = \frac{1}{1 - F(t)} = c_1 \exp(t)^2$$

$$\Rightarrow F(t) = 1 - \exp \left( - \frac{c_1}{c_2 + 1} \exp(t)^{2+1} \right). \quad (5)$$

Equation (6) is the CDF of the Weibull distribution with shape parameter $k_w$ and scale parameter $\lambda_w$, where $c_1 = k_w/\lambda_w$ and $c_2 = k_w - 1$ (Evans et al., 2000). The mean (represented by $E(\cdot)$) and coefficient of variation squared ($CV^2 \equiv \text{variance/mean}^2$) of this distribution can be expressed as follows:

$$E(\omega(t_k)) = \left( \frac{c_2 + 1}{c_1} \right)^{\frac{1}{c_2}} \Gamma \left( \frac{c_2 + 2}{c_2 + 1} \right) \quad (7)$$

$$CV^2(\omega(t_k)) = \frac{\Gamma \left( \frac{c_2 + 2}{c_2 + 1} \right)}{\Gamma^2 \left( \frac{c_2 + 1}{c_2 + 1} \right)} - 1, \quad (8)$$

respectively, where $t_k$ denotes the $k$th mRNA burst time and $\Gamma(\cdot)$ is the gamma function. When $c_2 = 0$ (time-independent burst frequency), the Weibull distribution reduces to an exponential distribution and $CV^2 = 1$. As $c_2$ increases, $CV^2$ monotonically decreases to zero. Thus, for large values of $c_2$, mRNA bursts arrive at deterministic time intervals. The Weibull distribution is known to provide an accurate approximation of the Erlang distribution (Malhotra and Reibman, 1993). This property allows us to mimic the behavior of an $N$-state promoter with roughly equal switching rates (3) using a simplified model of transcription with the propensity function $c_1 \exp(t)^2$. Specifically, by increasing the value of $c_2$, we can simulate expression from promoters with larger numbers of states. The relationship between $c_2$ and $N$ is given by the following expression, which is obtained by equating the $CV^2$ of the Weibull and Erlang distributions:

$$\frac{\Gamma \left( \frac{c_2 + 1}{c_2 + 1} \right)}{\Gamma^2 \left( \frac{c_2 + 1}{c_2 + 1} \right)} = \frac{N}{N - 1} \quad (9)$$

where $N$ is one greater than the Erlang shape parameter ($k_w$ in the Erlang $CV^2$ formula: $1/k_w$).

In model (2) and its modification (4), we assume that mRNA bursts are instantaneous. This assumption can be relaxed by generalizing (2) to:

$$DNA_{ON} \exp(t)^2 \times DNA_{ON}$$

$$DNA_{ON} \exp(t)^2 \times DNA_{ON} + mRNA$$

where $(c_{11}, c_{21})$ and $(c_{12}, c_{22})$ contribute to the first and second reaction propensity, respectively, and the time $\omega(t)$ resets to zero each time the promoter transitions between the OFF and ON states (Fig. 1b). By choosing the transition rates to be monomials in $\omega(t)$, the promoter resides in each state for a Weibull-distributed time interval. Setting $c_{11} = c_{22} = 0$ recovers the standard random telegraph model where promoter ON and OFF times are exponentially

---

**Fig. 1.** Schematic of bursty gene expression models. (a) Transcriptional bursting model where each expression event generates a geometrically distributed burst of mRNAs. Each mRNA degrades at a constant rate $\gamma_m$. Bursting and decay reactions are represented by arrows with propensity functions directly adjacent (e.g. $\gamma_m \omega$). The state changes at the end of the arrows (e.g. $m \rightarrow m - 1$) denote the change in mRNA (mRNA level at time $t$) and/or $\omega(t)$ (timer state) when the reactions occur. The timer is set to zero when mRNA bursts are produced, and it increases as $\omega(t) = 1$ between bursts. An example of mRNA trajectory is displayed in the inset plot. The desired CDF of the inter-burst arrival time ($t_k - t_{k-1}$ in the plot) is obtained by setting the burst event propensity function to $F(\omega)/[1 - F(\omega)]$. (b) Promoter-switching model where the promoter randomly toggles between ON and OFF states. Choosing the ON-OFF transition propensity functions as monomials in $\omega(t)$ results in Weibull-distributed ON and OFF times.
distributed random variables. Note that when \( c_{12} = 0 \), in the limit of large \( c_{12} \) (i.e. promoter ON state is unstable), (10) reduces to the instantaneous mRNA burst model [modification (4) of (2)]

2.2 Bursty MCEM

Single-cell time course datasets are necessarily incomplete—at best, they provide the numbers of molecules for a subset of the system species at discrete time points. Because of the intractability of the incomplete data likelihood for computing MLEs using the MCEM algorithm. Previously, we developed MCEM\(^2\) (MCEM with modified cross-entropy method), a computationally efficient approach for estimating parameters of stochastic biochemical systems given incomplete data (Daigle et al., 2012). We describe this approach in more detail in Supplementary Section S3, and below we present the modifications needed to accommodate the models of transcriptional bursting discussed in the previous section.

Given our time-dependent transcriptional model reduction, it is relatively straightforward to construct closed-form update formulas that enable MCEM\(^2\) to infer maximum likelihood estimates for \( c_1 \) and the geometrically distributed burst size parameter \( c_1 \) (\( c_1 \) and \( c_3 \), respectively). Because of the occurrence of \( c_2 \) in an exponent, it is not possible to derive closed-form update formulas for this parameter, so we fix its value in the following derivation and select most probable values for \( c_2 \) separately via model selection. Specifically, we use MCEM\(^2\) to identify which value of \( c_2 \) provides the lowest Akaike information criterion (AIC), a model selection score that quantifies both data likelihood and model complexity (see Supplementary Section S3 for details).

We begin by representing each of the system’s \( M \) reaction propensity functions (where \( M \) is the total number of reactions in the system) as an explicitly state- and time-dependent function of the time interval \( t \):

\[
a_i(X(t),t) = c_1 b_i(X(t)) \cdot \exp(-c_3 t^{c_0}),
\]

where \( X(t) \) represents the state of the system at time \( t \), \( b_i(X(t)) \) is the system state-dependent portion of the propensity function and \( c_3 \) is a reaction-specific timer that resets to zero each time the \( r \)th reaction fires. We note that \( c_1, c_2 \) and \( c_3 \) are designated with arbitrary subscripts only for the purposes of the below derivation; in practice, each promoter is associated with only one timer \( c_3 \) and at most two values each of \( c_1 \) and \( c_2 \). For system reactions with mass action propensity functions (e.g. \( a_i(t) = a_i(X(t)) = 0 \)), the representation of Equation (11) is achieved by relabeling \( t \) as \( c_{ij} \) and setting \( c_2 \) = 0. For the remaining system reactions that exhibit time-dependent propensities as outlined in the above model formulation, \( b_i(X(t)) = 1 \) and \( c_2 = 0 \).

With all reaction propensities in the form of Equation (11), we can use the results of Anderson (2007) to express the distribution function of the time interval \( t \) until the next reaction firing, given the system at the current time \( t \), as:

\[
F(t,t) = 1 - \exp \left( -\sum_{i=1}^{M} c_1 b_i(X(t)) \cdot \int_{t}^{t_+} \exp(-c_3 s^{c_0}) ds \right),
\]

where \( X(t) \) is constant in the integral because no reactions take place within the time interval \([t, t_+ ]\). After differentiating Equation (12) with respect to \( t \), integrating and simplifying (given \( \rho / (t+\tau) \)), we obtain the corresponding density function:

\[
f(t,t) = \left( \sum_{i=1}^{M} c_1 b_i(X(t)) \cdot \exp(-c_3 t^{c_0}) \right) \cdot \exp \left( -\sum_{i=1}^{M} c_1 b_i(X(t)) \cdot \exp(-c_3 t^{c_0}) \right),
\]

where \( \tau_j = c_{2j} + 1 \). Given the time of the next reaction firing \( t + \tau \), we can also express the probability mass function of the index of the next fired reaction \( j \) as a simple categorical probability:

\[
p(j',t,t) = \frac{c_{1j'} b_j(X(t)) \cdot \exp(-c_3 t^{c_0})}{\sum_{i=1}^{M} c_1 b_i(X(t)) \cdot \exp(-c_3 t^{c_0})}.
\]

Taken together, Equations (12–14) allow us to represent the likelihood of a fully observed stochastic trajectory as the following product:

\[
\prod_{i=0}^{\tau_i-1} \left( f(t_i,t_i) \cdot p(j_{i+1};t_i,t_i) \right) \cdot (1 - F(t_{\tau_i},t_{\tau_i})),
\]

where \( i \) indexes the events including the start of each simulation \( (t = 0) \), the total number of overall reaction firings \( r_k \) and arrival at the final time \( (t = \tau_k + 1) \). \( t_i \) is the time interval between the \( i \)th and \((i+1)\)th events, \( t_i \) represents the time immediately after the \( i \)th event and \( j_i \) is the index of the \( i \)th reaction to fire. By taking the logarithm of Equation (15), differentiating with respect to \( c_{ij} \), solving for the unique root and averaging across \( K \) simulated trajectories, we obtain a closed-form Monte Carlo update formula:

\[
\hat{c}_{ij}^{(1)} = \hat{c}_{ij}^{(0)} \frac{\sum_{k=1}^{K} r_k}{\sum_{k=1}^{K} r_k} \frac{\sum_{j=1}^{K} \rho_j(t_{\tau_k}) \cdot p(j_{\tau_k};t_{\tau_k},t_{\tau_k})}{\sum_{j=1}^{K} \rho_j(t_{\tau_k}) \cdot p(j_{\tau_k};t_{\tau_k},t_{\tau_k})},
\]

where \( \hat{c}_{ij}^{(0)} \) and \( \hat{c}_{ij}^{(1)} \) represent the initial guess and first update, respectively, for parameter \( c_{ij} \), \( K \) indexes the \( K \) simulated trajectories and \( r_k \) is the number of times the \( r \)th reaction fires. The equivalence of Equation (16) and the update formula for parameters from mass action reactions [Equation (1) in the Supplementary Information] can be seen by setting \( c_{2j} = 0 \) and relabeling \( \hat{c}_{ij}^{(0)} \cdot \hat{c}_{ij}^{(1)} \) as \( \hat{b}_{ij}^{(0)} \cdot \hat{b}_{ij}^{(1)} \). For those reactions with time-dependent propensities, Equation (16) provides a closed-form expression for inferring the maximum likelihood estimate of \( c_{ij} \) using MCEM\(^2\).

For time-dependent models that incorporate a geometrically distributed transcriptional burst reaction, inference of parameter \( c_{ij} \) proceeds by first modifying Equation (15) as follows:

\[
\prod_{i=0}^{\tau_i-1} \left( f(t_i,t_i) \cdot p(j_{i+1};t_i,t_i) \right) \cdot (1 - F(t_{\tau_i},t_{\tau_i})),
\]

where \( g(\hat{b},f) \) represents the geometric probability mass function evaluated at a burst size of \( \hat{b} ((1 - c_{ij}) \hat{c}_{ij}) \) if \( f \) is a transcriptional burst reaction and 1 otherwise. Following the same procedure as for \( c_{ij} \), we obtain a closed-form update formula for \( c_{ij} \):

\[
\hat{c}_{ij}^{(1)} = \hat{c}_{ij}^{(0)} \frac{\sum_{k=1}^{K} r_k}{\sum_{k=1}^{K} r_k} \frac{\sum_{j=1}^{K} \rho_j(t_{\tau_k}) \cdot p(j_{\tau_k};t_{\tau_k},t_{\tau_k})}{\sum_{j=1}^{K} \rho_j(t_{\tau_k}) \cdot p(j_{\tau_k};t_{\tau_k},t_{\tau_k})}.
\]
where \(1_j(f)\) is an indicator function that takes a value of 1 if \(f = j\) (0 otherwise).

Taken together, the above derivations combined with MCEM² enable the construction of ‘bursty MCEM²’, a novel parameter estimation and model selection framework for inferring the number and configuration of promoter states from single-cell expression data. Supplementary Section S2 provides additional details of the method.

2.3 Simulation study

To illustrate the accuracy of our model reduction along with bursty MCEM²’s ability to select a plausible multi-state transcriptional model given observed data, we first performed a simulation study using three models with different numbers of promoter states. Model (A) represents a single-state promoter, which exhibits constant transcription. Model (B) represents a single-state promoter, which exhibits bursty mRNA production. It modifies (A) by replacing the first reaction with the following:

\[
\text{DNAON} \xrightarrow{5.0} \text{DNAON} + \text{mRNA}, \quad \text{mRNA} \xrightarrow{0.0001} \emptyset. \quad \text{(A)}
\]

In the above system, the transcription reaction produces an average of five mRNA molecules per unit of time, whereas mRNAs are degraded at a much lower rate. Model (B) contains a promoter with three states—two OFF states and a very short-lived ON state—which exhibits bursty mRNA production. It modifies (A) by replacing the first reaction with the following:

\[
\begin{align*}
\text{DNAOFF} & \xrightarrow{0.020} \text{DNAOFF} + \text{DNAON} + \text{mRNA}, \\
\text{DNAON} & \xrightarrow{1.000} \text{DNAOFF}, \\
\text{DNAOFF} & \xrightarrow{0.000} \text{DNAON} + \text{mRNA}.
\end{align*} \quad \text{(B)}
\]

As before, the rates of (B) were chosen so that the promoter would produce five mRNA molecules per unit time on average. However, rather than exhibiting constant production, the promoter switches from OFF to ON once per time unit on average and quickly outputs a burst of mRNA molecules with mean burst size 500.0/100.0 = 5 before returning to OFF. Finally, model (C) contains a promoter with six states that also exhibits bursty mRNA production. It modifies (B) by replacing the first two reactions with the following:

\[
\begin{align*}
\text{DNAOFF} & \xrightarrow{5.005} \text{DNAOFF} + \text{DNAOFF} + \text{DNAON} + \text{mRNA}, \\
\text{DNAOFF} & \xrightarrow{5.005} \text{DNAOFF} + \text{DNAOFF} + \text{DNAON} + \text{mRNA}, \\
\text{DNAOFF} & \xrightarrow{5.005} \text{DNAOFF} + \text{DNAOFF} + \text{DNAON} + \text{mRNA}.
\end{align*} \quad \text{(C)}
\]

As in model (B), this promoter switches from OFF to ON once per time unit on average, and it outputs bursts of mRNA with mean size 5 before returning to OFF. The mRNA degradation rates of all three models are identical.

For each model, we first simulated a single trajectory over 100 time units and recorded the number of mRNA molecules at 400 equally spaced intervals. The starting conditions for each simulation were 0 mRNA molecules and 1 promoter in states DNAON, DNAOFF, and DNAOFF, for models (A), (B) and (C), respectively. Supplementary Figure S1 (Supplementary Section S5) displays the three simulated trajectories.

Given each synthetic data trajectory, we used our time-dependent transcriptional model reduction with bursty MCEM² to infer the unknown parameters \((c_1, c_2, c_3)\) from models (D) and (E):

\[
\begin{align*}
\text{DNAON} & \xrightarrow{c_1} \text{DNAON} + \text{mRNA}, \\
\text{mRNA} & \xrightarrow{0.0001} \emptyset. \quad \text{(D)}
\end{align*}
\]

To illustrate the accuracy of our model reduction along with bursty MCEM²’s ability to select a plausible multi-state transcriptional model given observed data, we first performed a simulation study using three models with different numbers of promoter states. Model (A) represents a single-state promoter, which exhibits constant transcription. Model (B) represents a single-state promoter, which exhibits bursty mRNA production. It modifies (A) by replacing the first reaction with the following:

\[
\text{DNAON} \xrightarrow{5.0} \text{DNAON} + \text{mRNA}, \quad \text{mRNA} \xrightarrow{0.0001} \emptyset. \quad \text{(A)}
\]

In the above system, the transcription reaction produces an average of five mRNA molecules per unit of time, whereas mRNAs are degraded at a much lower rate. Model (B) contains a promoter with three states—two OFF states and a very short-lived ON state—which exhibits bursty mRNA production. It modifies (A) by replacing the first reaction with the following:

\[
\begin{align*}
\text{DNAOFF} & \xrightarrow{2.020} \text{DNAOFF} + \text{DNAON} + \text{mRNA}, \\
\text{DNAON} & \xrightarrow{1.000} \text{DNAOFF}, \\
\text{DNAOFF} & \xrightarrow{0.000} \text{DNAON} + \text{mRNA}.
\end{align*} \quad \text{(B)}
\]

As before, the rates of (B) were chosen so that the promoter would produce five mRNA molecules per unit time on average. However, rather than exhibiting constant production, the promoter switches from OFF to ON once per time unit on average and quickly outputs a burst of mRNA molecules with mean burst size 500.0/100.0 = 5 before returning to OFF. Finally, model (C) contains a promoter with six states that also exhibits bursty mRNA production. It modifies (B) by replacing the first two reactions with the following:

\[
\begin{align*}
\text{DNAOFF} & \xrightarrow{5.005} \text{DNAOFF} + \text{DNAOFF} + \text{DNAON} + \text{mRNA}, \\
\text{DNAOFF} & \xrightarrow{5.005} \text{DNAOFF} + \text{DNAOFF} + \text{DNAON} + \text{mRNA}, \\
\text{DNAOFF} & \xrightarrow{5.005} \text{DNAOFF} + \text{DNAOFF} + \text{DNAON} + \text{mRNA}.
\end{align*} \quad \text{(C)}
\]

As in model (B), this promoter switches from OFF to ON once per time unit on average, and it outputs bursts of mRNA with mean size 5 before returning to OFF. The mRNA degradation rates of all three models are identical.

For each model, we first simulated a single trajectory over 100 time units and recorded the number of mRNA molecules at 400 equally spaced intervals. The starting conditions for each simulation were 0 mRNA molecules and 1 promoter in states DNAON, DNAOFF, and DNAOFF, for models (A), (B) and (C), respectively. Supplementary Figure S1 (Supplementary Section S5) displays the three simulated trajectories.

Given each synthetic data trajectory, we used our time-dependent transcriptional model reduction with bursty MCEM² to infer the unknown parameters \((c_1, c_2, c_3)\) from models (D) and (E):

\[
\begin{align*}
\text{DNAON} & \xrightarrow{c_1} \text{DNAON} + \text{mRNA}, \\
\text{mRNA} & \xrightarrow{0.0001} \emptyset. \quad \text{(D)}
\end{align*}
\]

where the mRNA degradation rate is given. The general version of model (E) is shown in Figure 1a. We used bursty MCEM² to perform parameter inference and model selection on each data trajectory using model (D) and three versions of model (E) with different values of \(c_2\): (i) \(c_2 = 0\), (ii) \(c_2 = 0.4\) and (iii) \(c_2 = 1.4\). These four model parameterizations correspond to promoters with one, two, three and six states, respectively. We set the initial guesses for parameters \(c_1\) and \(c_2\) to 1 and 0.5, respectively. Since the initial value of the reaction clock \(\omega(0)\) was unobserved, we set it to 0 for all bursty MCEM² model simulations. Table 1 lists the resulting MLEs \((\hat{c}_1, \hat{c}_2)\), log likelihoods, AIC values and relative likelihoods for each data-model combination.

As this table shows, bursty MCEM² selected the model with the correct number of states as most probable for each synthetic data trajectory. For data from the one- (A) and six-state (C) models, competing models did not achieve a relative likelihood within an order of magnitude of a 0.368 cutoff (relative likelihood difference of 2 AIC units from best fitting model); for data from the three-state model (B), the two-state version of model (E) provided a second-best fit that was still substantially worse (likelihood 0.052) than the cutoff. When inferring parameters of the one-state model (D) using data from model (A), \(c_1 = 4.81\) is close to the true value of 5 and \(c_1\)’s 68% confidence interval (4.59–5.03) includes the true value. Similarly, the inferred mean burst sizes for the most probable models fitting data from models (B) and (C) (5.37 and 4.20, respectively) are close to the true value of 5 and the 68% and 95% confidence intervals, respectively, of these two estimates (4.73–6.09 and 3.28–5.32) both include the true value. Finally, we note that results for model (D) were unavailable when fitting data from models (B) and (C), as the lack of transcriptional bursts in a one-state model precluded the simulation of trajectories matching data with bursts.

2.4 Glutaminase data inference

Next, we applied bursty MCEM² to actual time-lapse microscopy data from a reporter gene driven by a mammalian promoter. Suter et al. (2011) measured gene expression at eight endogenous mouse promoters upstream of luciferase reporter genes. Using these data, the authors estimated the values of transcriptional parameters by modeling each promoter as occupying two or three states. Our goal was to use our model reduction with bursty MCEM² to infer whether one of these promoters likely occupies more than three states. To this end, we extracted a single trajectory of luminescence data collected once every 5 min from the glutaminase promoter (Fig. 1C in Suter et al., 2011) and performed data smoothing and calibration to convert light intensity values to numbers of proteins (see Supplementary Section S4 for details). Figure 2 displays the glutaminase trajectory before and after preprocessing.

We then used bursty MCEM² to infer the unknown parameters \((c_1, c_2, c_3, k_{on}, k_{off}, k_m)\) from models (F), (G), (H) and (I) given the data from Figure 2b:
lacking these parameters; remaining NA values from fitting data of models (B) and (C) due to inability of one-state model to generate trajectories matching data with bursts. Likelihoods are computed separately for each data trajectory; results in bold represent most probable models. Values of ‘NA’ for expression $\text{c}_2$ are arbitrary units.

![Fig. 2. Glutaminase promoter time-lapse microscopy data from Suter et al. (2013). (a) before and (b) after data smoothing and calibration. Data consist of 539 measurements sampled approximately once every 5 min for 43.5 h. AU, arbitrary units.](image)

Table 1. Bursty MCEM$^2$ parameter inference and model selection results for simulation study

<table>
<thead>
<tr>
<th>No. states data</th>
<th>No. states model</th>
<th>$c_2$</th>
<th>$c_1$</th>
<th>$\frac{c_3}{c_2}$</th>
<th>Log likelihood</th>
<th>AIC</th>
<th>Relative likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (A)</td>
<td>1 (D)</td>
<td>NA</td>
<td>4.81</td>
<td>NA</td>
<td>$-566.94$</td>
<td>1135.87</td>
<td>1</td>
</tr>
<tr>
<td>2 (E)</td>
<td>0</td>
<td>41.43</td>
<td>0.12</td>
<td>$-569.95$</td>
<td>1145.91</td>
<td>1146.99</td>
<td>0.0038</td>
</tr>
<tr>
<td>3 (E)</td>
<td>0.4</td>
<td>139.67</td>
<td>0.16</td>
<td>$-570.50$</td>
<td>1150.85</td>
<td>1150.85</td>
<td>0.00056</td>
</tr>
<tr>
<td>6 (E)</td>
<td>1.4</td>
<td>1990.31</td>
<td>0.26</td>
<td>$-572.42$</td>
<td>1150.85</td>
<td>1150.85</td>
<td>0.00056</td>
</tr>
</tbody>
</table>

Corresponding model letter is displayed next to the number of states in the first and second columns. $\hat{c}_1$ and $\hat{c}_3$ represent MLEs for $c_1$ and $c_3$, respectively. The expression $(1 - \hat{c}_1)/\hat{c}_3$ represents mean burst size for models with transcriptional burst reactions. True values for $c_1$ and $(1 - \hat{c}_1)/\hat{c}_3$ are both equal to 5. Relative likelihoods are computed separately for each data trajectory; results in bold represent most probable models. Values of ‘NA’ for $c_2$ and $(1 - \hat{c}_1)/\hat{c}_3$ due to inability of one-state model to generate trajectories matching data with bursts.

Models (H) and (I) represent promoters with multi-step ON to OFF and OFF to ON transitions, respectively. Figure 1b represents models (H) and (I) by selecting appropriate values for $c_{11}$, $c_{12}$, $c_{21}$ and $c_{22}$. Like models (B) and (C), these two models exhibit burst-like transcription with the proper parameterization, and they do not assume instantaneous production of bursts. All four models share fixed, identical rates of mRNA degradation (derived from the 45-min glutaminase reporter mRNA half life experimentally determined by Suter et al., 2011), protein degradation (derived from the 21 minute luciferase protein half life experimentally determined by Suter et al., 2011) and protein translation (reported in Molina et al., 2013). We performed model selection over all models, using fixed values of $c_2$ (when present) ranging from 0 to 11. Altogether, these models approximate the behavior of promoters containing 1–101 states. We set the initial guesses for all other unknown parameters to 1 (except for $c_3$, which was set to .5). As before, we set the initial value of the reaction clock $\omega(0)$ to 0 for all bursty MCEM$^2$ model simulations. In addition, we set the unobserved initial number of the promoter for models (H) and (I) to $\text{DNA_{OFF}}$. Finally, for the unobserved initial number of mRNA molecules, we tried values from zero to 30 in increments of five. However, as 20 molecules allowed the simulation of trajectories with the largest observed data likelihood, we used this number for all bursty MCEM$^2$ model simulations. Supplementary Tables S1 and S2 (Supplementary Section S5) and Table 2 lists the resulting parameter estimates, log likelihoods, AIC values and relative likelihoods (calculated across all models) for versions of models (F), (G), (H) and (I).

As Supplementary Tables S1 and S2 show, no versions of models (F), (G) or (H) provide plausible fits to the data. From these results, we predict that the glutaminase promoter (i) occupies at least one OFF state, (ii) does not exhibit instantaneous bursting of mRNA and (iii) does not undergo a multi-step ON to OFF transition with a single OFF state. Instead, the results in Table 2 suggest that model (I) exhibiting a multi-step OFF to ON transition with a single ON state best fits the data, and we predict that the glutaminase promoter occupies between 10 and 50 OFF states (model versions with relative likelihood $\geq 0.368$) in the process of transitioning to a single ON state. Once in the ON state, our results predict a mean
transcriptional burst size of \( \sim 20 \) \( \frac{k_{off}}{k_{on}} \) before returning to the first OFF state.

These predictions are in stark contrast to the two- and three-state promoter models used in Suter et al. (2011) to model the glutaminase promoter. To illustrate the differences between these models, Figure 3 displays simulated trajectories and OFF state dwell time distributions from versions of model (I) with 2, 3 and most probable 26-state model versions. (a) Comparison of OFF state dwell time distributions between model versions (obtained by differentiating the Weibull distribution function \( f(t) \)). Two- and three-state promoter models exhibit more variable OFF times than 26-state promoter model. Values of \( c_1 \) and \( c_2 \) used for each model version are shown.

### Table 2. Bursty MCEM\(^2\) parameter inference and model selection results for model (I) using glutaminase data

<table>
<thead>
<tr>
<th>No. states</th>
<th>( c_2 )</th>
<th>( c_1 )</th>
<th>( k_{off} )</th>
<th>( k_{on} )</th>
<th>Log likelihood</th>
<th>AIC</th>
<th>Relative likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>2.14</td>
<td>5.52</td>
<td>75.52</td>
<td>-1738.01</td>
<td>3484.02</td>
<td>0.000047</td>
</tr>
<tr>
<td>3</td>
<td>0.40</td>
<td>2.78</td>
<td>4.26</td>
<td>72.64</td>
<td>-1734.57</td>
<td>3477.15</td>
<td>0.0015</td>
</tr>
<tr>
<td>4</td>
<td>0.75</td>
<td>3.50</td>
<td>3.96</td>
<td>72.62</td>
<td>-1732.58</td>
<td>3473.16</td>
<td>0.011</td>
</tr>
<tr>
<td>5</td>
<td>1.10</td>
<td>4.33</td>
<td>3.67</td>
<td>71.15</td>
<td>-1731.10</td>
<td>3470.19</td>
<td>0.047</td>
</tr>
<tr>
<td>6</td>
<td>1.40</td>
<td>5.26</td>
<td>3.68</td>
<td>71.89</td>
<td>-1730.33</td>
<td>3468.67</td>
<td>0.10</td>
</tr>
<tr>
<td>7</td>
<td>1.65</td>
<td>6.30</td>
<td>3.60</td>
<td>70.85</td>
<td>-1729.75</td>
<td>3467.49</td>
<td>0.18</td>
</tr>
<tr>
<td>8</td>
<td>2.10</td>
<td>8.66</td>
<td>3.69</td>
<td>72.10</td>
<td>-1729.08</td>
<td>3466.17</td>
<td>0.35</td>
</tr>
<tr>
<td>9</td>
<td>2.50</td>
<td>11.44</td>
<td>3.62</td>
<td>71.12</td>
<td>-1728.60</td>
<td>3465.19</td>
<td>0.58</td>
</tr>
<tr>
<td>10</td>
<td>3.40</td>
<td>19.36</td>
<td>3.52</td>
<td>70.23</td>
<td>-1728.06</td>
<td>3464.13</td>
<td>0.98</td>
</tr>
<tr>
<td>11</td>
<td>4.10</td>
<td>28.40</td>
<td>3.35</td>
<td>68.14</td>
<td>-1728.06</td>
<td>3464.11</td>
<td>0.99</td>
</tr>
<tr>
<td>12</td>
<td>4.75</td>
<td>40.28</td>
<td>3.30</td>
<td>67.62</td>
<td>-1727.98</td>
<td>3464.09</td>
<td>1.11</td>
</tr>
<tr>
<td>13</td>
<td>7.40</td>
<td>161.84</td>
<td>2.84</td>
<td>61.65</td>
<td>-1727.97</td>
<td>3465.53</td>
<td>0.49</td>
</tr>
<tr>
<td>14</td>
<td>11.00</td>
<td>1019.21</td>
<td>2.40</td>
<td>56.74</td>
<td>-1729.18</td>
<td>3466.36</td>
<td>0.32</td>
</tr>
</tbody>
</table>

\( c_1 \), \( k_{off} \), \( k_{on} \) represent MLEs for \( c_2 \), \( k_{off} \), \( k_{on} \), respectively. Relative likelihoods are computed across all versions of models (F), (G), (H) and (I); results in bold font represent models that best fit the data (relative likelihood \( \geq 0.368 \)).

### Figure 3

Schematics illustrating the differences between simulations of models (I) with varying numbers of states. Simulated trajectories using the MLEs from Table 2 for: (a) two-state, (b) three-state and (c) most probable 26-state model versions. (d) Comparison of OFF state dwell time distributions between model versions (obtained by differentiating the Weibull distribution function \( f(t) \)). Two- and three-state promoter models exhibit more variable OFF times than 26-state promoter model. Values of \( c_1 \) and \( c_2 \) used for each model version are shown.

### 3 Discussion

In this work, we present a novel model reduction for multi-state promoters along with an efficient computational technique for inferring the number and configuration of promoter states from single-cell gene expression data. Specifically, we first developed a time-dependent reaction propensity function for transcriptional bursting that generates Weibull-distributed ON/OFF promoter state dwell times. Using this function, we demonstrated an ability to closely approximate the behavior of promoters undergoing multi-step transitions between OFF and ON states. Next, we created ‘bursty MCEM\(^2\)’ which, when combined with our model reduction, allows for computationally efficient parameter inference and model selection across a wide range of promoter architectures.

As an example of the computational savings conferred, we note that modeling a promoter transitioning between nine OFF states and one ON state requires specification of 10 switching parameters and simulation of 10 chemical reactions per transcriptional cycle. In contrast, use of our time-dependent propensity function introduces only three parameters and requires the simulation of only two reactions per cycle. These computational and parametric savings increase linearly with the number of promoter states modeled, enabling efficient analysis of arbitrarily complex promoter architectures with bursty MCEM\(^2\).

Through a simulation study, we demonstrated the ability of bursty MCEM\(^2\) to correctly identify the number of promoter states used to generate single-cell time-series trajectories. In addition, we showed that our method accurately infers the values of kinetic parameters within the chosen promoter model. We then applied bursty MCEM\(^2\) to experimental time-lapse microscopy data from a reporter gene driven by the endogenous mouse glutaminase promoter (Suter et al., 2011). Our results suggest that, rather than occupying two or three states as previously described, the glutaminase promoter likely traverses through 10 or more OFF states before transcribing mRNA from an ON state. We hypothesize that a distinct advantage of a promoter architecture with \( \geq 10 \) states lies in its potential noise buffering properties. As the number of states increases, promoter OFF times become more deterministic, leading to more consistent rates of mRNA production. As shown in Figure 3c, this leads to less variable protein levels over time (particularly at lower levels), which can confer more robust behavior in response to stochastic perturbations. Because of the intrinsic noise present in the transcriptional and translational machinery, we note that the confidence interval accompanying our estimated number of glutaminase promoter OFF states is somewhat large (10–50). The addition of measurements at later time points would certainly help reduce this uncertainty. However, if protein measurements were replaced with direct quantification of mRNA, we would expect a much more precise estimate, since translational noise would no longer affect our analysis. Results from the simulation study support this, where we obtained more precise estimates of numbers of promoter states by performing inference on mRNA data.

When discussing particular numbers of promoter states within our model reduction, it is important to note that these values represent ‘effective’ numbers of states rather than distinct biochemical configurations. In particular, since the correspondence between the parameters of the Weibull distribution and the number of promoter states (4) is most accurate when the switching rates are equal, the effective number of states is likely an underestimation of the true number. This follows from the observation that as the switching rates depart from equality, the slowest promoter transitions become rate-limiting and thus mask the presence of faster transitions. Given that...
one of our goals in this work was to demonstrate that mammalian promoters occupy more than two or three states, this discrepancy only strengthens the conclusions drawn from our results.

In conclusion, we anticipate that our novel approach to modeling promoter fluctuations together with bursty MCEM provides powerful tools for characterizing transcriptional bursting across genes under different environmental conditions. Future work will focus on discovering general transcriptional regulatory principles by applying these methods to single-cell expression data from a wide range of promoters.
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S1 Monte Carlo Expectation-Maximization with Modified Cross-Entropy Method (MCEM²)

MCEM² computes maximum likelihood parameter estimates (MLEs) and associated uncertainties in three consecutive phases—cross-entropy (CE), Monte Carlo expectation-maximization (MCEM), and uncertainty quantification (UQ) [1]. Given an initial guess for the unknown parameters, the CE phase begins by simulating (using the “direct method” implementation of Gillespie’s stochastic simulation algorithm (SSA) [2]) \( K \) model trajectories from a completely observed system state at the initial time until the time of the first observed data point. To increase sampling diversity, we slightly perturb the parameter values used to generate each trajectory with a random multiplicative perturbation drawn uniformly from the interval \([-\delta, \delta]\). Next, we compute the distance from each trajectory to the observed data and retain the \( K' = \rho \times K \) closest trajectories, whose final states are sampled with replacement to generate initial conditions for the next round of simulations. We then continue simulating \( K \) trajectories from the current time until the time of the next data point (with newly perturbed parameters), repeating the above steps until finally reaching the final time. After one final selection of the \( K' \) closest trajectories, we join together the trajectory segments leading to each final trajectory, which leaves us with \( K' \) full-length, partially correlated trajectories that can be used to update each mass action reaction parameter estimate \( \hat{\theta}_j \):

\[
\hat{\theta}_j^{(1)} = \hat{\theta}_j^{(0)} \times \frac{\sum_{k=1}^{K'} r_{jk}}{\sum_{k=1}^{K'} \left( \sum_{i=0}^{r_k} a_{jk}^i \times \tau_{ik} \right)},
\]

where \( \hat{\theta}_j^{(0)} \) and \( \hat{\theta}_j^{(1)} \) represent the initial guess and first update, respectively, for parameter \( \theta_j \), \( k \) indexes the \( K' \) full-length trajectories, \( i \) indexes the events including the start of the simulation \((i=0)\), the total number of overall reaction firings \( r_k \), and arrival at the final time \((i=r_k+1)\), \( r_{jk} \) is the number of times the \( j \)th reaction fires, \( a_{jk}^i \) is the value of the propensity function for the \( j \)th reaction immediately after the \( i \)th event, and \( \tau_{ik} \) is the time interval between the \( i \)th and \((i+1)\)th events.

The CE phase repeats the above procedure for \( C \) iterations, each time computing the geometric mean of the proportion of simulated trajectories that hit each observed data point \((\bar{\pi})\). If the maximum proportion observed \((\bar{\pi}_{\text{max}})\) exceeds the user-defined cutoff \( \bar{\pi}_c \), the CE phase terminates and returns the parameter values that achieved \( \bar{\pi}_{\text{max}} \). Otherwise, it continues for another \( C \) iterations and repeats the above evaluation.

The parameters returned upon successful completion of the CE phase are used as input to the MCEM phase. This second phase functions almost identically to the first, except that it simulates exactly \( K'' \)
trajectories hitting each consecutive data point by discarding all trajectories that miss. Upon reaching the final time, the MCEM phase computes the update shown in equation (1) (with \(K'\) replaced by \(K''\)). Next, it computes an updated number of trajectories \(K''_0(\geq K''_0)\) based on an estimate of the current Monte Carlo error and iterates the above procedure until the estimated increase in observed data likelihood between iterations is sufficiently small (see [3, 1] for more details). Upon completion (after the final MCEM iteration, symbolized by \(n\), with number of trajectories \(K''_0\)), the MCEM phase returns the MLE for each parameter, denoted \(\hat{\theta}_j\).

The third and final phase of MCEM\(^2\) estimates the uncertainty associated with each MLE. As described in [1], the negative inverse of the covariance matrix of the log-transformed MLEs is estimated by computing:

\[
-\left(\hat{\Sigma}\right)^{-1} = \left\{ \frac{1}{K''} \sum_{k=1}^{K''} H_{jk} \right\} + \frac{1}{K''} \sum_{k=1}^{K''} \left( \begin{array}{c} S_{jk} \\ \end{array} \right) \left( \begin{array}{c} S_{jk} \\ \end{array} \right)^T - \left\{ \frac{1}{K''} \sum_{k=1}^{K''} S_{jk} \right\} \left( \begin{array}{c} \frac{1}{K''} \sum_{k=1}^{K''} S_{jk} \\ \end{array} \right)^T
\]

with \(H_{jk} = -\sum_{i=0}^{r_k} a_{jk} \times \tau_{ik}\) and \(S_{jk} = \tau_{jk} + H_{jk}\),

after simulating \(K''\) full-length, partially correlated trajectories as in the previous phase using the MLEs as parameters. In equation (2), \(\{\cdot\}_j\) represents a diagonal matrix with \(j\) ranging from 1 to the number of reactions \(M\) along the diagonal and \((\cdot)_j\) represents a column vector with \(j\) ranging from 1 at the top-most element to \(M\) at the bottom. Given \(\hat{\Sigma}\), confidence intervals for each MLE can be easily computed.

For the experiments presented in this paper, we used \(K = 10^4\), \(\delta = .25\), \(\rho = .001\) (and thus \(K' = 10\)), a distance function defined as the absolute difference in number of molecules of the current endpoint of each trajectory and the observed data at the same time point (assuming a single observed species), \(\pi_c = .01\), and \(K'' = \max(K''_0, 10^4)\). In the Simulation study (Section 2.3 of the main text), we used \(C = 10\) and \(K''_0 = 2000\) for all data-model combinations except when inferring parameters from model (E) using data from model (A) (where using \(C = 300\) dramatically accelerated the MCEM phase) and when inferring parameters from model (D) (where \(K''_0 = 10\) was sufficient due to the absence of \(c_3\)). In performing Glutaminase data inference (Section 2.4 of the main text), we used \(C = 100\) and \(K''_0 = 2500\).

**S2 Bursty MCEM\(^2\)**

Unlike in the original MCEM\(^2\), simulation of trajectories for bursty MCEM\(^2\) cannot be achieved using the direct method implementation of the SSA. This is due to the intractability of sampling \(\tau\) from the density given in equation (13) in the main text. Instead, we can use the first reaction method [2] whereby we independently sample the \(M\) time intervals until each reaction's next firing and select the reaction with the smallest interval. After firing this reaction, we recalculate all reaction time intervals for the subsequent firing. The relevant distribution function for sampling an individual reaction time interval \(\tau_j\) is the following:

\[
F_j(\tau_j, t) = 1 - \exp\left(-\int_t^{t+\tau_j} c_{1j} h_j(X(s)) \times \omega_j(s)^{c_{2j}} \, ds\right).
\]

using the same notation as in Section 2.2 of the main text. By simplifying equation (3) and using the method of inversion sampling, we reach a transformation that enables the simulation of \(\tau_j\) given a uniformly distributed random variate \(u_j\) and the system at the current time \(t\):
\[ \tau_j = \left( -\frac{c_{2j} + 1}{c_{2j} h_j(X(t))} \times \log(u_j) + \omega_j(t)^{c_{2j} + 1} \right)^{\frac{1}{c_{2j} + 1} - \omega_j(t)}. \] (4)

Uncertainty quantification of \( \tilde{c}_1 \) can be performed using a modified version of equation (2) where \( S_{jk} \) and \( H_{jk} \) have been replaced with the first and second derivatives, respectively, of equation (15) in the main text with respect to \( \log(c_{1j}) \) (see [1] for details):

\[
H_{jk} = -\sum_{i=0}^{r_j} \tilde{c}_{1j} h_j(X_k(t_{ik})) \times \frac{(\omega_{jk}(t_{ik}) + \tau_{ik})^{c_{2j} + 1} - \omega_{jk}(t_{ik})^{c_{2j} + 1}}{c_{2j} + 1} \]
\[ S_{jk} = r_{jk} + H_{jk}. \] (5)

Similarly, uncertainty quantification for \( \tilde{c}_3 \) can be performed by computing the first and second derivatives of equation (17) in the main text with respect to \( \log(c_{3j}) \) and substituting these values for \( S_{jk} \) and \( H_{jk} \), respectively, into equation (2):

\[
H_{jk} = -\sum_{i=1}^{r_k} \tilde{c}_{3j} \times 1_{j'(i)} \times \beta_{ik} \]
\[ S_{jk} = r_{jk} + H_{jk} \times (1 - \tilde{c}_3). \] (6)

where \( 1_{j'(i)} \) is an indicator function that takes a value of 1 if \( j' = j \) (0 otherwise).

### S3 Model selection

As mentioned in the main text, the value of \( c_2 \) cannot be directly inferred using bursty MCEM\(^2\). Instead, we consider a range of \( c_2 \) values corresponding to different numbers of promoter states and introduce model selection functionality into MCEM\(^2\) to help select the most probable value. Given an initial fixed value for \( c_2 \), we first run bursty MCEM\(^2\) to identify MLEs for all other unknown system parameters (e.g., \( c_1 \), \( c_3 \)). Upon completion, we then simulate \( K''' \) full-length, partially correlated trajectories using the MLEs and fixed value of \( c_2 \) as described above. During this process, we repeatedly compute the probability of simulating a trajectory segment from the previous data point at time \( t_{l-1} \) (given the previous ensemble of trajectory segments) to the current data point at time \( t_l \) using the following unbiased estimator:

\[ \hat{p}_l = \frac{K''' - 1}{K_l - 1} \],

where \( K_l \) is the total number of simulated trajectory segments required to give \( K''' \) segments that connect the data points at times \( t_{l-1} \) and \( t_l \). We then compute the product of these probabilities to yield an overall likelihood estimate of the MLEs with the current value of \( c_2 \) given the observed data:

\[ \hat{L} = \prod_{l=1}^{D} \hat{p}_l \],

where \( D \) is the total number of observed data points. Using the Akaike information criterion (AIC) [4], we can transform the likelihood estimate in equation (8) into a model selection score:

\[ AIC = 2m - 2 \log(\hat{L}) \],

where \( m \) is the total number of unknown parameters in the model. This score rewards goodness of fit while penalizing model complexity, since increasingly complex models typically fit observed data increasingly well.
If we repeat the above procedure for all fixed values of $c_2$ under consideration, we obtain a list of AIC scores that can be used to select the preferred $c_2$ value (and the associated MLEs of the remaining parameters). The collection of parameters (“model”) with the minimum AIC is most probable, and the relative likelihood that any other model is preferable is given by [5]:

$$\exp((AIC_{min} - AIC_i)/2),$$

where $AIC_{min}$ is the minimum score observed and $AIC_i$ is the score of the model under consideration. For the experiments in this paper, we considered models with relative likelihoods $\geq 0.368$ (maximum difference of 2 AIC units from best fitting model) to constitute plausible fits to the data.

**S4 Glutaminase trajectory preprocessing**

We removed measurement noise from the glutaminase expression data by smoothing it using LOESS, a locally weighted linear regression method [6]. LOESS works locally and does not fit a function to the entire data set. For each data point $(t, x)$, where $t$ is time and $x$ is the raw glutaminase light intensity level at time $t$, we formulate a weighted least squares expression using a second order polynomial for a fixed neighborhood around the point $(t, x)$:

$$S(a_0, a_1, a_2) = \sum_l w_l (x_l - (a_0 + a_1 t_l + a_2 t_l^2))^2.$$  

(11)

The $l$th point in the neighborhood of $(t, x)$ is denoted $(t_l, x_l)$. In this work, we use a neighborhood size of 5 data points (and thus 2 points on either side of $(t, x)$ are considered). Note that for the first data point in time, the neighborhood lies exclusively on the right hand side of $(t, x)$; the opposite is true for the last data point. We used the following weighting function for the least squares method:

$$w_l = \left(1 - \left|\frac{t - t_l}{d(t)}\right|\right)^3,$$

(12)

where $d(t)$ is the length of the span around the point $(t, x)$. For the glutaminase data, where the measurements are taken every 5 minutes, $d(t) = 20$ minutes. Note that for any data point outside of the span, the weight is zero, and points near the data sample of interest have higher weights. By finding values of $a_0$, $a_1$, and $a_2$ that minimize the function $S$, we can use the expression $x_{\text{smooth}} = a_0 + a_1 t + a_2 t^2$ to compute a smoothed measurement value at time $t$. After repeating this process for all data points, we obtain a smoothed version of the glutaminase data trajectory.

In the final preprocessing step, we converted smoothed glutaminase light intensity values to numbers of proteins. Suter et al. performed calibration experiments suggesting that each reporter protein molecule provides roughly 0.0763 units of light (arbitrary units) [7]. Thus, we divided the smoothed light intensity values by this factor to convert them to protein numbers.
S5 Supplementary Results

Supplementary Figure S1: Simulated mRNA trajectories for (a) one-, (b) three-, and (c) six-state promoter models. Each model produces an average of 5 mRNA molecules per time unit.

Supplementary Table S1: Bursty MCEM\(^2\) parameter inference and model selection results for models (F) (1 state) and (G) (2-101 states) using glutaminase data. \(\tilde{c}_1\), \(\tilde{c}_3\) represent maximum likelihood parameter estimates for \(c_1\), \(c_3\), respectively. Relative likelihoods are computed across all versions of models (F), (G), (H), and (I).

<table>
<thead>
<tr>
<th># States</th>
<th>(c_2)</th>
<th>(\tilde{c}_1)</th>
<th>(\frac{1 - \tilde{c}_3}{\tilde{c}_3})</th>
<th>Log Likelihood</th>
<th>AIC</th>
<th>Relative Likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>n/a</td>
<td>20.53</td>
<td>n/a</td>
<td>-1840.73</td>
<td>3683.47</td>
<td>2.31 \times 10^{-48}</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>4.11</td>
<td>5.02</td>
<td>-1754.80</td>
<td>3515.60</td>
<td>6.55 \times 10^{-12}</td>
</tr>
<tr>
<td>3</td>
<td>.40</td>
<td>6.00</td>
<td>6.57</td>
<td>-1758.24</td>
<td>3522.49</td>
<td>2.09 \times 10^{-13}</td>
</tr>
<tr>
<td>4</td>
<td>.75</td>
<td>8.47</td>
<td>7.28</td>
<td>-1761.38</td>
<td>3528.76</td>
<td>9.06 \times 10^{-15}</td>
</tr>
<tr>
<td>5</td>
<td>1.10</td>
<td>9.81</td>
<td>8.46</td>
<td>-1764.59</td>
<td>3535.19</td>
<td>3.65 \times 10^{-16}</td>
</tr>
<tr>
<td>6</td>
<td>1.40</td>
<td>10.58</td>
<td>9.40</td>
<td>-1767.13</td>
<td>3540.26</td>
<td>2.89 \times 10^{-17}</td>
</tr>
<tr>
<td>7</td>
<td>1.65</td>
<td>39.03</td>
<td>6.57</td>
<td>-1767.40</td>
<td>3540.80</td>
<td>2.21 \times 10^{-17}</td>
</tr>
<tr>
<td>9</td>
<td>2.10</td>
<td>7.24</td>
<td>13.07</td>
<td>-1771.82</td>
<td>3549.64</td>
<td>2.65 \times 10^{-19}</td>
</tr>
<tr>
<td>11</td>
<td>2.50</td>
<td>6.71</td>
<td>14.25</td>
<td>-1773.24</td>
<td>3552.48</td>
<td>6.42 \times 10^{-20}</td>
</tr>
<tr>
<td>16</td>
<td>3.40</td>
<td>6.46</td>
<td>15.78</td>
<td>-1775.48</td>
<td>3556.95</td>
<td>6.85 \times 10^{-21}</td>
</tr>
<tr>
<td>21</td>
<td>4.10</td>
<td>6.60</td>
<td>16.40</td>
<td>-1776.89</td>
<td>3559.78</td>
<td>1.67 \times 10^{-21}</td>
</tr>
<tr>
<td>26</td>
<td>4.75</td>
<td>7.07</td>
<td>16.67</td>
<td>-1777.99</td>
<td>3561.99</td>
<td>5.53 \times 10^{-22}</td>
</tr>
<tr>
<td>51</td>
<td>7.40</td>
<td>9.63</td>
<td>17.00</td>
<td>-1784.77</td>
<td>3575.54</td>
<td>6.31 \times 10^{-25}</td>
</tr>
<tr>
<td>101</td>
<td>11.00</td>
<td>12.41</td>
<td>17.13</td>
<td>-1795.78</td>
<td>3597.56</td>
<td>1.04 \times 10^{-29}</td>
</tr>
</tbody>
</table>
Supplementary Table S2: Bursty MCEM² parameter inference and model selection results for model (H) using glutaminase data.  \( \tilde{c}_1, \tilde{k}_{on}, \tilde{k}_m \) represent maximum likelihood parameter estimates for \( c_1, k_{on}, k_m \), respectively. Relative likelihoods are computed across all versions of models (F), (G), (H), and (I).

<table>
<thead>
<tr>
<th># States</th>
<th>( c_2 )</th>
<th>( \tilde{c}_1 )</th>
<th>( \tilde{k}_{on} )</th>
<th>( \tilde{k}_m )</th>
<th>Log Likelihood</th>
<th>AIC</th>
<th>Relative Likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>.40</td>
<td>10.24</td>
<td>1.80</td>
<td>73.93</td>
<td>-1735.79</td>
<td>3479.57</td>
<td>4.36 ( \times 10^{-4} )</td>
</tr>
<tr>
<td>4</td>
<td>.75</td>
<td>17.60</td>
<td>1.65</td>
<td>74.04</td>
<td>-1734.80</td>
<td>3477.59</td>
<td>1.17 ( \times 10^{-3} )</td>
</tr>
<tr>
<td>5</td>
<td>1.10</td>
<td>26.98</td>
<td>1.58</td>
<td>71.42</td>
<td>-1734.24</td>
<td>3476.48</td>
<td>2.05 ( \times 10^{-3} )</td>
</tr>
<tr>
<td>6</td>
<td>1.40</td>
<td>44.54</td>
<td>1.54</td>
<td>72.73</td>
<td>-1734.10</td>
<td>3476.20</td>
<td>2.35 ( \times 10^{-3} )</td>
</tr>
<tr>
<td>7</td>
<td>1.65</td>
<td>52.73</td>
<td>1.52</td>
<td>69.23</td>
<td>-1733.83</td>
<td>3475.66</td>
<td>3.09 ( \times 10^{-3} )</td>
</tr>
<tr>
<td>9</td>
<td>2.10</td>
<td>102.56</td>
<td>1.50</td>
<td>69.62</td>
<td>-1733.74</td>
<td>3475.48</td>
<td>3.36 ( \times 10^{-3} )</td>
</tr>
<tr>
<td>11</td>
<td>2.50</td>
<td>164.26</td>
<td>1.49</td>
<td>68.15</td>
<td>-1733.84</td>
<td>3475.69</td>
<td>3.04 ( \times 10^{-3} )</td>
</tr>
<tr>
<td>16</td>
<td>3.40</td>
<td>498.88</td>
<td>1.47</td>
<td>67.00</td>
<td>-1734.12</td>
<td>3476.23</td>
<td>2.31 ( \times 10^{-3} )</td>
</tr>
<tr>
<td>21</td>
<td>4.10</td>
<td>1149.06</td>
<td>1.47</td>
<td>66.08</td>
<td>-1734.46</td>
<td>3476.92</td>
<td>1.64 ( \times 10^{-3} )</td>
</tr>
<tr>
<td>26</td>
<td>4.75</td>
<td>2688.22</td>
<td>1.48</td>
<td>65.74</td>
<td>-1734.77</td>
<td>3477.53</td>
<td>1.21 ( \times 10^{-3} )</td>
</tr>
<tr>
<td>51</td>
<td>7.40</td>
<td>41687.03</td>
<td>1.49</td>
<td>62.35</td>
<td>-1735.62</td>
<td>3479.25</td>
<td>5.12 ( \times 10^{-4} )</td>
</tr>
<tr>
<td>101</td>
<td>11.00</td>
<td>1480377.77</td>
<td>1.52</td>
<td>60.03</td>
<td>-1736.64</td>
<td>3481.29</td>
<td>1.85 ( \times 10^{-4} )</td>
</tr>
</tbody>
</table>
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