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a b s t r a c t

This paper examines the effect of non-uniformmicrostructures on themacroscopic fracture
properties of idealized brick and mortar composites, which consist of rigid bricks bonded
with elastic–plastic mortar that ruptures at finite strain. A simulation tool that harnesses
the parallel processing power of graphics processing units (GPUs) was used to simulate
fracture in virtual specimens, whose microstructures were generated by sampling a prob-
ability distribution of brick sizes. In the simulations, crack advance is a natural outcome of
local ruptures in the cohesive zones bonding the bricks: the macroscopic initiation tough-
ness for small-scale yielding is inferred by correlating the critical load needed to advance
a pre-defined crack with an associated far-field energy release rate. Quantitative connec-
tions between the statistical parameters definingheterogeneous brick distributions and the
statistics of initiation toughness are presented. The nature of crack tip damage and stresses
ahead of the crack tip are illustrated as a function of brick size variability. The results offer
quantitative insights that can be used to identify microstructural targets for process devel-
opment, notably specific brick size distributions that still providemacroscopic toughening.

© 2015 Published by Elsevier Ltd.
1. Introduction

The ability to connect local microstructural features
with macroscopic mechanical properties is a central
challenge in materials development, as such connec-
tions effectively define ‘processing targets’ associatedwith
acceptable levels of heterogeneity. This challenge is par-
ticularly acute for quasi-brittle composites that exploit
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ordering of microstructural features, as local disruptions
to ordering can serve as defects that limit global perfor-
mance [1–4]. Bio-inspired ‘brick and mortar’ composites
are an excellent example of this [5–7,4,8,9]; the ideal mi-
crostructure will have perfectly aligned stiff features and
achieve toughness through perfectly overlapping features
that spread damage (or equivalently, provide bridging over
large length scales).

However, the physical reality is thatmost high through-
put processing routes invariably introduce heterogeneous
distributions of brick size and therefore overlap distances,
which limit the effectiveness of the microstructure. As
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such, the macroscopic performance of these composites is
less than optimal, as real materials (both natural and syn-
thetic) exhibit imperfections at different length scales, in-
cluding large defects/pores [10–17], distributions in brick
sizes and shape [18–20], and distributions in mortar prop-
erties (e.g. strength) from interface to interface. These
features not only reduce the effective macroscopic me-
chanical properties of the material (broadly defined), but
they can also lead to substantial variability in properties
from one test specimen to the next [21–24,5,6].

The stress–strain response of brick andmortar compos-
ites has been modeled extensively in a deterministic sense
via analyticalmodels aswell as conventional finite element
simulations [25–29,22,30–32]. However, even for uni-
form brick arrangements, direct links betweenmicrostruc-
ture and the resulting fracture toughness (arguably their
most desirable property) are limited [6,33,34,29]. It should
be noted that while the work-to-failure during uniform
deformation is related to toughness, the presence of non-
uniform deformation at the tip of a crack leads to im-
portant differences [33]. To our knowledge, the impact of
non-uniform and statistically-defined brick arrangements
on macroscopic fracture toughness has not been analyzed.
As a result, there is a significant need for a quantitative un-
derstanding of the link between statistical distributions in
microstructure (e.g., brick sizes, shape, mortar properties)
and the resulting statistics of fracture properties.

Previous analyses of the impact of heterogeneous brick
arrangements on uni-axial behavior have provided insights
that are relevant to the present explicit study of fracture
toughness. These works defined representative volume el-
ements (RVEs) of brick arrangements within finite ele-
ment models with embedded cohesive zones [18,35]. For
example, Barthelat et al. studied the effect of statistical
size and shape distributions in the microstructure using
a large RVE containing several hundreds of tablets gener-
ated via Voronoi tiling. Their results indicated important
differences in composite stress–strain response of a mi-
crostructure with statistical variations when compared to
that of a ‘perfect’ microstructure, and they are in excel-
lent agreementwith experiment [18]. In thework of Bekah
et al., the authors also implemented statistics within the
microstructure by introducing a random variation in tablet
length and offset [35]; the results indicated a reduction in
both strength and work to failure as a result of the varia-
tion. Moreover recently, statistical strength predictions in
scaffolded ceramic structures (analogous to natural nacre)
have begun to emerge [30]; these calculations have en-
abled predictions of strength probability distributions in
periodic materials, and can be generalized for arbitrary ge-
ometry and loading.

The objective of this work is to elucidate the statistical
characteristics of macroscopic fracture properties that re-
sult from statistical variations in local microstructural fea-
tures, using as a reference the ‘perfect’ material (e.g., one
with no variation in microstructure). The current models
exploit the highly efficient GPU-based computational ap-
proaches developed by Pro et al. and Lim et al. [33,34] to
conduct a broad number of virtual fracture tests. The re-
sults confirm some of the trends suggested by previous
works, yet providemore complete statistical links between
parameters describing microstructural heterogeneity and
macroscopic fracture properties. The simulations utilize
virtual specimens comprising several hundreds of thou-
sands of bricks, with sizes determined via sampling from
a statistical distribution. The approach explicitly tracks in-
dividual motions of each brick (all of different sizes) and
predicts crack evolution through the rupture of cohesive
zones bonding the bricks. The efficiency of the numerical
method allows a large number of virtual tests, such that
the statistics of the response can be well quantified.

The results offer new insight into the design of syn-
thetics, illustrating the role of statistics in the microstruc-
ture on both the average and standard deviation in
initiation fracture toughness, as well as the resulting dam-
age and stress distributions ahead of a dominant pre-crack.
The simulation results give key insight into the sensitivity
of the composite to local variations in brick size, in terms
of the computed average and variance from a statistically
significant subset of virtual fracture tests.

2. Modeling approach

2.1. Microstructural idealizations

As illustrated in Fig. 1, the material is modeled using
an idealized microstructure consisting of an overlapping
grid of comparatively stiff bricks bonded together by
thin, compliant mortar sections. For many synthetic
composites the bricks can be modeled as rigid bodies with
only rotational and translational degrees of freedom, as
described in detail in Pro et al. [33]. The mortar, presumed
to be present in low volume fraction, is idealized with
a piece-wise cohesive zone law (shown schematically in
Fig. 2) inserted between all brick faces, and is characterized
by a finite stiffness (kn), strength (σ0), and work to
failure (Γi). Note that this cohesive zone law may be
alternatively expressed in terms of the critical and full
rupture displacements (∆Y and ∆R, respectively, as shown
in Fig. 2) of the interface, as follows: ∆Y = σ0/kn and
∆R = Γi/σ0. Naturally, this gives rise to a dimensionless
interface ductility, defined as∆R/∆Y (or alternatively as the
ratio knΓi/σ

2
0 ), which was shown in [33] to directly scale

the resolution and size of the plastic zone (in bricks). To
limit the scope of the study, it is assumed that the bricks all
have the same height (h), and that the mortar (interface)
properties are constant from interface to interface; the
impact of different brick heights and statistical mortar
behaviors is left for future work.

Heterogeneity within the microstructure is introduced
by assigning a random width (defined via the aspect
ratio wi = wi/h) to each brick in the system (dictated
by sampling a skew-normal brick size distribution using
computer-generated pseudo-random numbers [36]), and
subsequently stacking them in an arrangement of space-
filling rectangles as shown in Fig. 1(d). The distribution in
brick widths is defined in terms of its population mean
⟨w⟩ (i.e. average brick size), standard deviation in brick size
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Fig. 1. Schematic of (a) macroscopic specimen and loading; (b) brick parameters; (c) probability density function of brick size generation, and (d) example
brick layouts for various brick distributions with different population standard deviations 1w (columns) and population samples (rows), controlled by
the microstructure random number seed. Brick colors indicate the size of a given brick relative to the population mean, wi/⟨w⟩. Nearly aligned horizontal
interfaces serve as defects (weak spots), several of which are indicated on1w/⟨w⟩ = 0.1. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
1w, and distribution skewness γ . The skewness is defined
as follows:

γ =

√
n

n
i=1

(wi − ⟨w⟩)3
n

i=1


(wi − ⟨w⟩)2

3 . (1)

This choice of statistical size distribution is motivated
by optical imaging experiments in natural composites
[18–20], which have strongly indicated the brick sizes
are indeed normally distributed and follow no spatial
correlation in the their distribution. While there are few
reports of brick size distributions in synthetic materials, it
is reasonable to assume that their distributions are similar
to those of natural materials, with standard deviations on
the same order of magnitude as the simulation results
presented here.

A given collection of random widths then defines a
given specimen; each specimen’s microstructure (i.e. a
specific population sample of bricks) is dictated by a
random number seed (see Fig. 1(d)). This allows for differ-
ent specimens from the same population mean and stan-
dard deviation in brick sizes to be easily generated (similar
to what one would observe in two different experimental
specimens). Note that in all cases, the virtual specimens
include a large enough sampling of bricks such that the
specimen’s mean brick size and standard deviation were
within one percent of the pre-specified population mean
and standard deviation, respectively. Thus, each specimen
is an effective RVE, in that the statistics describing a given
specimen are essentially identical to the bricks’ population
statistics and independent of specimen size.

2.2. Virtual test procedure

The virtual specimen was generated using a list of
straight line segments and connections that define the
outer boundary of the specimen, taken here to be a square
of width W as shown in Fig. 1. Note that initially, a spec-
imen was generated with 30% larger dimensions than the
actual specimen, with an initial offset equal to one half of
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Fig. 2. Schematic of the piecewise cohesive law used in analysis for (a) normal and (b) tangential tractions.
the average brick size at its bottom edge. The actual spec-
imen was then ‘stamped’ from this larger specimen, such
that the effects of the stochastic brick sizes and overlaps
will have already beenwell initiated throughout the entire
clipped specimen. Note that as larger values of 1w/⟨w⟩

are introduced, the probability that two nearly aligned in-
terfaces (e.g., defects) occurring within the sampled mi-
crostructure tends to increase, as shown in Fig. 1(d); this
is discussed further in the results section.

An initial horizontal edge crackwas inserted at themid-
height of the specimen (with a0 = W/3) by zeroing out
cohesive zones in the cracked region, and displacement
boundary conditions were applied at the top and bottom
edges corresponding to a state of bending superposedwith
tension as shown in Fig. 1(a). Previous work has illustrated
that the toughness inferred from this loading configuration
is identical to those inferred from alternative types of
loading, verifying the interpretation of the initiation
toughness as a specimen-independent property [33].

The equilibrium configuration of brick positions during
incremental loading was solved for using direct search
parallel energy minimization (performed on the GPU) via
Monte Carlo methods [33,34]. As elucidated in [33], this
approach is suitable for modeling fracture initiation, for
which unloading is minimal. Strictly speaking, the results
of the Monte-Carlo minimization itself (i.e. equilibrium
states) are generally non-deterministic and depend on
the specific minimization path; this path is influenced by
the random numbers used to generate candidate brick
motions during the minimization step. However, control
simulations for a ‘perfect’ microstructure and different
Monte Carlo seeds used in the minimization process show
the toughness results are independent of the solution
process; these results are discussed in Section 3.1.

The fracture toughness was extracted by the same pro-
cedure as in Pro et al. [33], which is only briefly sum-
marized here. First, a series of elastic simulations were
performed with pre-cracks of increasing lengths, and the
total system energy (U) was computed as a function of
both loading and pre-crack length. The energy release rate
(G = −∂U/∂a) was then computed numerically by differ-
entiating the system energy with respect to crack length.
Second, a small-scale yielding fracture simulationwas per-
formed allowing for interface rupture; the initiation tough-
ness Gc was extracted as the energy release rate of the
corresponding elastic simulation evaluated at the critical
load atwhich crack initiationwas observed. This procedure
is only valid when the energy release rate is dominated by
the far field elastic stresses. The requirements among the
various length scales for which this is true are outlined in
Pro et al. [33].

In order to establish a set of reference values for the
composite toughness, a series of control simulations were
first performed with a ‘perfect’ microstructure, with all
bricks of the exact same size (e.g. 1w = 0 and wi/h =

⟨w⟩ for all brick indices). Stochastic variations were sub-
sequently introduced into the microstructure and the ef-
fect of 1w/⟨w⟩was first studied on the crack driving force
(G). Lastly, a series of fracture simulations were performed
with both varying brick width standard deviation 1w and
average brick width ⟨w⟩. For each 1w/⟨w⟩ and ⟨w⟩ pair,
several simulationswere runwith different specimens (de-
fined by the microstructure seed used to sample the pop-
ulation of brick sizes), and the results for the inferred
toughness represent the average over all population sam-
ples. Results illustrating the effect of 1w/⟨w⟩ on the aver-
age specimen toughness are presented in Section 3.1, and
results for the damage and stress ahead of the dominant
pre-crack are shown in Section 3.2.

3. Simulation results and discussion

3.1. Energy release rates and fracture toughness

Control simulations were first performed with a set of
perfectly stacked bricks with 50% overlap, all of equal size,
for several different brick aspect ratios (⟨w⟩ = wi =

wi/h = 1, 3.5, and 5.25 for all brick indices). The effect on
the overall crack driving force (normalized appropriately
by the work-to-failure of a given interface, Γi) and inferred
toughness was studied for different brick aspect ratios as a
function of theMonte Carlo seed. The results confirmed that
the influence of the Monte Carlo seed used in the solution
method is numerically insignificant. Note that for the
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Fig. 3. (a) Effect of1w/ ⟨w⟩ on the crack driving force, G, for various average brick aspect ratios and a single microstructure seed. (b) Effect of1w/ ⟨w⟩ on
the average fracture initiation toughness ⟨Gc⟩, for average brick aspect ratios of 1, 3.5, and 5.25. Skewness (denoted by γ ) introduced only for ⟨w⟩ = 3.5.
Dashed horizontal lines indicate simulation limit toughness for 1w/ ⟨w⟩ = 0. Gc averaged over 20 specimens for a given 1w/ ⟨w⟩. Brick distributions
generated using Mersenne Twister pseudorandom number generator.
control simulations (and for all subsequent calculations),
the following specimen sizes (as denoted in Fig. 1 by H)
were used: H/⟨w⟩ = 316.2, 169.0, and 138.0 for average
brick aspect ratios of ⟨w⟩ = 1, 3.5, and 5.25 (respectively).

As described in Pro et al. [33], the energy release rate
was computed numerically from a series of individual
elastic calculations at varying crack lengths. Strictly
speaking, for a stochastic microstructure (i.e. a specific set
of non-uniform brick arrangements), the energy release
rate itself is specimen-dependent. However, it is quite
numerically cumbersome to compute a set of separate
energy release rates for each specimen; therefore, a set of
calculationswas next performed to examine the sensitivity
of the overall ERR to the microstructure seed.

The simulations revealed that the energy release rate
depends only on the average brick size ⟨w⟩ and the stan-
dard deviation 1w of the population used to create a vir-
tual specimen. That is, the energy release rate for a given
load level for two different specimens defined from the
same population differed in all cases by less than one per-
cent, which is much less than the variability in toughness
introduced by even modest values of 1w. Hence, for the
remainder of the calculations presented in the subsequent
sections, we adopt the approximationG = f (θa, ⟨w⟩, 1w).
This naturally enables a dramatic reduction in the number
of computations, since G does not have to be computed for
every single specimen, just for a given set of population
statistics.

Note that, because the ERR is scaled directly by the
elastic moduli in displacement control (as dictated by di-
mensionless analysis), it is further implied that the elastic
moduli are also functions only of the population statistics
⟨w⟩ and 1w (provided enough bricks are sampled). It is
worth emphasizing that this confirms the concept that the
simulations were conducted for specimens larger than the
RVE, since the microstructure’s population statistics com-
pletely define the macroscopic behavior of the material
without explicit specimen dependence.

Although the results for driving force were found to
be quite insensitive to the specimen, they were found to
be sensitive to the population standard deviation in brick
sizes. Fig. 3(a) shows the effect of 1w/⟨w⟩ on the over-
all macroscopic crack driving force, G, for different average
brick aspect ratios. Note that results for only a single popu-
lation sample are shown in Fig. 3(a), but as mentioned pre-
viously, these resultswere highly insensitive to the specific
specimen defined from a given 1w/⟨w⟩ and ⟨w⟩. Again,
this implies that the effective elastic properties are func-
tions of only the population mean and standard deviation
in brick widths, assuming a large enough specimen is gen-
erated. Indeed, the results of Fig. 3(a) were reproduced to
within one percent (not shown here) with a specimen con-
taining twice asmany bricks, indicating that enough bricks
were sampled.

Fig. 3(b) shows the averaged initiation toughness
⟨Gc⟩/Γi as a function of1w/⟨w⟩ for several ⟨w⟩, computed
for twenty specimens with microstructures generated
fromnormal and skew-normal distributions. The error bars
in Fig. 3(b) (as well as 5(a) and 6) represent the error
due to the discretization in the applied load; the boundary
conditions are applied in small increments, and the lower
and upper error bounds correspond the simulation frames
immediately prior and immediately after (respectively)
crack growth has been observed. Note that Fig. 3(b) also
shows results for the ‘limit’ toughness in the case where
the bricks are perfectly stacked, with no deviation in the
width wi from one brick to the other (i.e., 1w/⟨w⟩ = 0).
In this case, the computed toughness values are completely
deterministic and therefore are computed from a single
specimen.

The results shown in Fig. 3(b) illustrate the relative ten-
dency of the material to embrittle as the distribution in
brick sizes is widened. It is clear from all curves shown in
Fig. 3(b) that all distributions exhibit nearly 50% reduction
in average fracture toughness as larger deviations in brick
sizes are introduced into the model, even accounting for
the uncertainty involved in the calculation. These results
agree well with experimental measurements of hierarchi-
cal Al2O3/PMMA composites [6,5]. Assuming a bulk tough-
ness (KIC ) of 5 MPa

√
m and a modulus (E) of 50 GPa [6,5]
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of the hybrid Al2O3/PMMA composite, one computes the
toughness in energetic terms (Gc) to be about 500 J/m2. The
intrinsic toughness of the mortar phase (represented here
by Γi) is more complicated, however, as realistic mortar
failurewill inevitably involve interactingmechanisms such
as bulk mortar deformation, interfacial failure, etc. To first
order, we approximate the intrinsic toughness of the mor-
tar as itswork to failure in uniaxial tension, but constrained
in both transverse directions: ΓPMMA =

1−2ν
1−ν

σY ϵRt , where
σY is the uniaxial mortar yield strength, ϵR is the full
rupture strain, t is the mortar thickness, and ν is the mor-
tar Poisson’s ratio. Using the following assumed proper-
ties: t = 2 µm [6], ϵR = 0.6, σY = 50 MPa [25], and
ν = 0.35, one obtains an intrinsic mortar work to failure
of about 130 J/m2 and a relative toughness of Gc/ΓPMMA of
about 3.8, which is slightly higher than the asymptotic val-
ues shown in Fig. 3(b) (approximately 3.2 for ⟨w⟩ = 5.25).
However, it is important to consider that the results in
Fig. 3(b) represent the average fracture toughness from a
set of virtual fracture tests, with standard deviations given
in Fig. 6. This indeed renders the results of Fig. 3 quite plau-
sible in comparison to experiment, as the measurements
of Gc/ΓPMMA fall well within one standard deviation of the
average toughness predicted by Fig. 3. Note that the results
shown in Fig. 3(b) also support the hypothesis that higher
volume densities of nearly aligned horizontal interfaces (as
indicated by increasing 1w/ ⟨w⟩ in Fig. 1(d)) tend to act
as defects within the simulated microstructure, and con-
tribute to substantial embrittlement of the bulk material
for large 1w/ ⟨w⟩.

It is also worth mentioning that the toughness com-
puted in Fig. 3 will intuitively depend on the initial brick
offset of the referenced ‘perfect’ material. For example, if
the initial offset is zero (analogous to the 0° case in [33]),
introducing stochastics into the simulated microstructure
would tend increase the average overlap area, thus provid-
ing larger energy dissipation during brick pull-out and ef-
fectively raising the toughness of the composite (provided
that brick fracture is avoided). In order to limit the scope of
the current calculations, the initial offset of all specimens
was set at 50%, as noted in Section 2.2. Furthermore, ge-
netic optimization studies with staggered microstructures
have suggested that both strength and toughness are op-
timized at 50% overlap [37], which further motivates the
current parameter study being centered around a process-
ing target of 50% overlap.

As mentioned previously, the results shown in Fig. 3
are the averaged results for 20 specimens generated from
a given ⟨w⟩ and 1w. It was found that after 20 spec-
imens, the averaged fracture toughness changed by no
more than one percent as additional specimens were an-
alyzed. We have rigorously verified this with calcula-
tions not presented here by computing both the tough-
ness mean and standard deviations as a function of a
sub-set sample size, and found that, even for several dif-
ferent sub-set specimen permutations, the results were al-
ways convergent at twenty specimens. Convergence was
measured via the slope of a best-fit regression line through
the last five curve points in the toughness vs. sample size
data. A t-distribution analysis was also performed with
the sample mean toughness ⟨Gc⟩/Γi and standard devia-
tion 1Gc/Γi data. The analysis indicated that the upper
and lower bounds on the 95% confidence interval for the
populationmean toughness were within 10% of the sample
mean toughness for all cases considered here, with most
cases being on the order of two to three percent.

We have also verified that small scale yielding con-
ditions are satisfied (as in Pro et al. [33]), by doubling
the interface ductility ∆R/∆Y . This effectively reduces the
size of the specimen relative to the damage zone, and it
was found that the computed relative fracture toughness
⟨Gc⟩/Γi (again averaged over twenty specimens) does not
change by more than a very small percentage upon dou-
bling the interface ductility. Note that this also verifies that
a sufficient sampling of bricks was taken in the damage
zone ahead of the crack tip, as increasing the interface duc-
tility effectively increases the brick resolution within the
damage zone.

3.2. Damage zone and stresses

Fig. 4(a) shows color contours of the damage distri-
bution just prior to crack initiation (for a single speci-
men, or microstructure seed) for several different values
of 1w/⟨w⟩, with ⟨w⟩ held at 3.5. Note that the damage
zone is defined by the set of bricks whose adjacent aver-
age interface opening displacement has exceeded its criti-
cal value [33]. The average damage zone size immediately
prior to fracture initiation is also shown in Fig. 5(a) as a
function of both 1w/⟨w⟩ and ⟨w⟩. The limit damage zone
is identified as the number of bricks in the damage zone for
the case where no brick variation is present (1w/w = 0).
Results for skew normal distributions are also included in
Fig. 5(a).

It is clear from Figs. 4–5 that the average size (in bricks)
of the damage zone just prior to crack initiation is sub-
stantially reduced upon introducing stochasticmicrostruc-
tures. Moreover, the data in Fig. 5(a) correlates well with
the toughness data in Fig. 3(b); as the size of the dam-
age zone is decreased, the corresponding average fracture
toughness decreases. This verifies that the process zone is
the main contributor to the overall toughness in the simu-
lations, as expected from previous analysis of the tough-
ening mechanisms in brick and mortar composites [29].
Similarly, the effect of skewness on the damage zone size
seems relatively small (but slightly beneficial) as deduced
from 5(a), provided that 1w/⟨w⟩ is held constant. While
it is difficult to discern given the error involved in the cal-
culations, note that Figs. 3(b) and 5(a) also mildly suggest
that, for1w/⟨w⟩ > 0.03, stochastics in themicrostructure
could actually introduce a slight benefit in toughness.

Figs. 4(b) and 5(b) show the vertical brick stresses
σ22 in the vicinity of the crack tip for different values
of 1w/⟨w⟩, both as contours and linear plots (respec-
tively). The resulting equilibrium stress patterns are rather
complex; large variations in stress magnitude become
present as randomness is introduced into the brick sizes.
Moreover, as 1w/⟨w⟩ increases, the relative stress os-
cillation amplitude from brick to brick tends to increase.
Note that this makes it difficult to identify the composite
strength from crack tip fields, as the stresses within the
damage zone do not remain clearly constant as in the case
with 1w/⟨w⟩ ≈ 0. However, it is clear from Figs. 4(b) and
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a

b

Fig. 4. (a) Damage zone contours ahead of dominant pre-crack for ⟨w⟩ = 3.5 and various values of 1w/⟨w⟩. Bricks colored according to the number
of adjacent average interface opening has exceed the rupture displacement of the cohesive law. (b) Vertical brick stresses σ22 ahead of initial pre-crack
for several values of 1w/⟨w⟩. Stresses represent the average volumetric brick stresses and are scaled by the cohesive strength of the adjacent interfaces.
Frames are taken immediately prior to fracture and represent a single specimen for each value of 1w/⟨w⟩. Each close up displayed at approximately
3.6× linear magnification relative to entire simulation specimen. (For interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)
a b

Fig. 5. (a) Average damage zone size as a function 1w/ ⟨w⟩, for various brick aspect ratios, (including positive and negative skew-normal distributions).
Damage zone size is measured immediately prior to fracture initiation, and is defined as


rp


/h =


Np ⟨w⟩ /h, where Np is the number of bricks in the

damage zone. (b) Stress distribution directly ahead of crack of crack tip for ⟨w⟩ = 3.5 and1w/ ⟨w⟩ = 0.001, 0.005, and 0.1. Theoretical strength predicted
by uniaxial model of Bekah et al. [35] (with k = 1) indicated by horizontal dashed line.
5(b) that the average normalized peak stress within the
damage zone, which directly scales the normalized com-
posite strength, is reduced. This suggests that a lower com-
posite strength (in addition to toughness) is also realized
when introducing randomness into the brick sizes, and
the well-known strength enhancement due to shear trans-
fer [37,38,25,26,31] between bricks is diminished as un-
even and random overlaps are distributed throughout the
composite. This trend is also in good agreement with the
strength simulation results of Bekah et al. [35], which also
implemented stochastic microstructures.

As Fig. 3(b) shows the average toughness from a sub-
set of fracture tests, Fig. 6 then shows the standard de-
viation in toughness from that same subset of fracture
tests (denoted by 1Gc/Γi). The results are similarly pre-
sented as a function of 1w/⟨w⟩ for different values of
⟨w⟩. Several features of Fig. 6 are immediately apparent,
and when combined with the results presented in previ-
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Fig. 6. Standard deviation in toughness 1Gc (relative to the intrinsic
interface toughness Γi), as a function of 1w/⟨w⟩, for several different
average aspect ratios and skewness parameters.

ous figures illustrate several important engineering trade-
offs. First of all, 1Gc/Γi tends to decrease monotonically
in the range 1w/⟨w⟩ ≈ 0.01–0.03 for all simulation re-
sults shown in Fig. 6. Combined with the results shown in
Fig. 3(b), this implies that a tradeoff exists between average
toughness magnitude and variability in toughness (indi-
cated by its standard deviation 1Gc/Γi) in the range
1w/⟨w⟩ ≈ 0.01–0.03. In other words, decreasing 1w/
⟨w⟩ in this region increases the toughness but also in-
creases the variability in toughness, which has substantial
implications in design and fabrication of these complex hi-
erarchical composites. For values of 1w/⟨w⟩ > 0.03, the
error-to-measurement ratio is too high to draw meaning-
ful conclusions about the trends in 1Gc/Γi.

It is important to note that, while clear trade-offs exist
in the region 1w/⟨w⟩ ≈ 0.01–0.03, the results in the
range 1w/⟨w⟩ ≈ 0–0.01 tend to suggest the contrary.
In this region, decreasing 1w/⟨w⟩ clearly decreases the
variability in toughness while also increasing the average
toughness, both desirable traits that seem to be obtained
simultaneously. Effectively, as 1w/⟨w⟩ decreases in this
region, the results are brought closer to deterministic
failure, as one would expect with a perfectly architectured
composite. It is important, however, to also consider the
significant increases in cost andmanufacturing complexity
as 1w/⟨w⟩ is brought closer to zero.

Fig. 6 also indicates that increases in average aspect
ratio ⟨w⟩ tend to also increase the variability in the
computed toughness, as illustrated for the range of brick
aspect ratios presented. Again, this illustrates another
important tradeoff when combined with the implications
of Fig. 3(b); as the brick aspect ratio increases, the
average toughness increases, but so does the variability in
toughness. Moreover, as illustrated in micro-mechanical
models [25], increases in brick aspect ratio tend to increase
the likelihood of catastrophic failure via brick fracture due
to an amplified stress state and their limited strength. In
this case, all toughness due tomicrostructure is lost, which
is a well known tradeoff between toughness and strength
in these composites [39].

The results presented in this section illustrate the rel-
ative engineering tradeoffs between composite properties
and the allowable deviation in brick width 1w/⟨w⟩. The
simulation results quantify the specific sensitivity of the
composite properties to the statistical properties of the dis-
tribution in brick sizes. As illustrated in Figs. 3–5, a sub-
stantial (30%–50%) drop in toughness and damage zone
size is exhibited even with just a one percent deviation in
brick size, as well as a significant dispersion of the vertical
brick stresses.

4. Concluding remarks

The results presented in this paper show a powerful
application of the method presented by Pro et al. [33] and
Lim et al. [34], illustrating general capabilities to simulate
large specimens that contain distributions in brick sizes;
further, the speed enables one to simulate enough fracture
tests to obtain meaningful statistics on the macroscopic
fracture properties. The key results and their implications
are outlined below:
• Variability in brick sizes decreases the effective elastic

properties of the composite, which directly scale the
macroscopic energy release rate to drive growth of a
dominant flaw. The ERR was also found to be insensi-
tive to specific population sample (controlled by themi-
crostructure seed), allowing for a drastic reduction in
the total computational cost.

• Average composite toughness ⟨Gc⟩/Γi drops substan-
tially as larger variations (1w/⟨w⟩) are introduced, on
the order of 50% with 1w/⟨w⟩ ≃ 0.03. The reduction
in toughness is also accompanied by a reduction in the
damage zone size, as suggested by models [29]. The re-
sults also confirm thewell known benefit of aspect ratio
on the composite toughness ⟨Gc⟩/Γi [29].

• 1Gc/Γi is maximized at around 1w/⟨w⟩ = 0.01, in-
dicating that for 1w/⟨w⟩ larger than 0.01, a trade-
off exists between toughness ⟨Gc⟩/Γi and the
variability of the toughness 1Gc/Γi; Higher toughness
cannot be achievedwithout also increasing the variabil-
ity in toughness. For 1w/⟨w⟩ < 0.01, no trade-off be-
tween toughness and its variability exist.

• Large values of1w/⟨w⟩ tend to disperse stresses ahead
of the crack tip, thus leading to (on average) lower
stresses in the damage zone directly ahead of the domi-
nant flaw. This implies composite failure strength is also
reduced substantially for large 1w/⟨w⟩.
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