Multivariate soft repulsive system identification for constructing rule-based classification systems: Application to trauma clinical data
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\begin{abstract}
Rule-based classification systems constructed upon linguistic terms in the antecedent and consequent of the rules lack sufficient generalization capabilities. This paper proposes a new multivariate fuzzy system identification algorithm to design binary rule-based classification structures through making use of the repulsive forces between the cluster prototypes of different class labels. This approach is coupled with the potential discrimination power of each dimension in the feature space to increase the generalization potential. To address this issue, first the multivariate variant of a newly proposed soft clustering algorithm along with its mathematical foundations is proposed. Next, the discriminatory power of each individual feature is computed, using the multivariate membership values in the proposed clustering algorithm to achieve the most accurate firing degree in each rule. The main advantage of this method is to handle unbalanced datasets yielding superior true positive measure while keeping the false positive rate low enough to avoid the natural bias toward class labels containing larger number of training samples. To validate the proposed approaches, a series of numerical experiments on publicly available datasets and a real clinical dataset collected by our team were conducted. Simulation results demonstrated achievement of the primary goals of this research.
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1. Introduction

Pattern recognition spans a wide range of applications from personalized medicine to engineering. In general, the primary objective of pattern recognition is to learn the dominating structure of the data and then to assign unseen samples into predetermined categories. In the realm of pattern recognition, a large body of classification methods can be found in the literature \cite{1,2,3}. Some of these methods are quite well-known such as Support Vector Machines (SVM), Artificial Neural Networks (ANNs), AdaBoost \cite{4}, and Kernel Fisher Discriminant method (KFD) \cite{5}. One of the major difficulties in using such state-of-the-art algorithms is that they are computationally complex while having poor interpretability. In recent years, many efforts have been made to overcome these issues through making radical changes in the existing algorithms. Some of these methods include: core vector machines \cite{6,7}, Lagrangian Support Vector Machines (LSVM) \cite{8}, and least square SVM \cite{9}. One of the solutions to overcome such drawbacks has been to use fuzzy classifiers whose interpretability is promising, even though they often yield less accurate classification performance.

In essence, generalization and interpretability play a central role to call a classifier good. The ability of a classifier to correctly categorize unseen samples is referred to as generalization. On the other hand, system abstraction delineating underlying structure of the classifier in an understandable way is called interpretability. There has been an argument in the scientific community to establish a balance between these two concepts. According to statistical learning theory \cite{10}, too accurate classifiers on training data often produce poor results on validation data. This phenomenon is called overfitting. Decreasing the level of overfitting necessitates sacrificing accuracy, to achieve a reasonable balance between generalization and interpretability. Fuzzy classification systems provide a promising balance between these two alternatives \cite{11}.

Fuzzy classification systems capture the non-linear boundaries between class labels in the frame of IF-THEN rules. A plethora of rule-based classification systems trying to establish a balance between generalization and interpretability can be found \cite{12–17}. Basically, fuzzy rule-based systems map to two distinct categories including: (1) the Mamdani–Assilian (MA) methods where both antecedent and consequent parts of the rules are formed by linguistic variables, and (2) the Takagi–Sugeno–Kang (TSK) methods where the antecedent part of the rule consists of linguistic
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variables but the consequent part is a function of the input variables. These learning philosophies possess distinctive pros and cons and seem to have a similar attraction for fuzzy classification approaches, researchers usually make use of clustering tools [15,18–21]. Such a procedure yields descent classification performance when data vectors are non-overlapping. Nevertheless, they fail to produce acceptable results when dealing with overlapping classes.

The trade-off between generalization and interpretability has also been addressed from another perspective. This issue has been tackled by using multi-objective genetic algorithms and other similar approaches to shape the fuzzy rule-based classification systems. In an effort for tuning fuzzy rules in a fuzzy classifier, Murcia et al. [22] have tried the parameter tuning based on adaptive memetic algorithm resulting in successful classification performance compared to genetic algorithm tuning procedure. Application of evolutionary search algorithms has been successfully attempted in the soft computing community for better trade-off between generalization and interpretability. Although the literature in this regard is quite rich, some of the most appealing approaches can be listed including: high-dimensional classification problems using genetic rule selection and lateral tuning [17], handling datasets containing large numbers of instances for classification purposes using multi-objective co-evolutionary genetic training approach [23], hybrid ant-bee colony optimization for parameter tuning in fuzzy systems [24], rule-based generation using genetic algorithms applied to image classification [25,26], steady-state genetic rule-extraction [27], an automatic process for developing hierarchical Takagi–Sugeno (TF) fuzzy classification systems using probabilistic program evolution (PIPE) and evolutionary programming (EP) [28]. Some other fuzzy classification approaches mostly related to TSK and other non-fuzzy learning methods such as SVM can be found in the literature [29–32]. One of the recent studies based on the TSK structure proposes a multiview classification algorithm [32] that employs collaborating learning mechanism to extend the currently existing TSK systems to handle two-view datasets. Employing support vector machines in parallel with utilizing fuzzy clustering to generate the rule base of a TSK system was considered in [31]. In this work, the authors constructed the initial structure of the rule-base using fuzzy clustering and then learned the system parameters using SMV in order to achieve higher generalization ability.

Several research studies have dealt with the clustering of data by using overlapping clusters. In another study [33], unsupervised binary labeling of two datasets based on the sign of the difference between probability densities was introduced. Also, Kullback–Leibler (KL) [34] divergence was calculated using the kernel density estimator and then used for measuring the similarity between uncertain objects. The main disadvantage of all these approaches is that the resultant clusters cannot be described with Gaussian membership functions having different dispersions. To overcome this issue, Leski [11] proposed a new conditional clustering method called Fuzzy (c-i-p)-means (FCPM) for constructing the antecedent part of each rule in the rule-base of the classification systems. In contrast to the other clustering-based system identification algorithms where data vectors belonging to each class are clustered separately, the FCPM takes into account the repulsive forces between the cluster centers of different class labels. Given this characteristic, IF-THEN rules belonging to each class are influenced by the prototypes of the other classes, leading to an increase in generalization and interpretability of the system when dealing with data having overlapping classes. Consider a binary classification problem. If we have c prototypes in class 1 and p prototypes in class 2, then the optimization model of the FCPM clustering algorithm will be as follows [11]:

\[
J(U, T, V) = \sum_{i=1}^{c} \sum_{k=1}^{N} (u_{ik})^p \|x_i - v_k\|^2 + \sum_{j=1}^{p} \sum_{k=1}^{N} (T_{jk})^n \|x_i - z_k\|^2
\]

S.T.

\[
\forall 1 \leq k \leq N, \sum_{i=1}^{c} u_{ik} + \sum_{j=1}^{p} T_{jk} = 1
\]

where \(V = [v_1, v_2, \ldots, v_c] \in \mathbb{R}^{n \times c}\) and \(Z = [z_1, z_2, \ldots, z_p] \in \mathbb{R}^{n \times p}\) represents the matrix of cluster prototypes of class 1 (2), \(u_{ik}\) (\(T_{jk}\)) denotes the membership degree of the data point \(x_i\) to cluster prototype \(v_k\) (\(z_k\)).

One of the main disadvantages of most fuzzy clustering algorithms for system identification purposes is that they work in a univariate environment, so that the effects of each individual feature cannot be measured for further analysis. Also of importance is that more informative features capable of having a large impact on the classification output of each sample cannot be measured. In this regards, Pimentel and De Souza [35] proposed the first multivariate fuzzy c-means (FCM) clustering algorithm capable of multivariate fuzzy partitioning of the dataset \(\Omega\) by minimizing the following objective function:

\[
f^m = \sum_{i=1}^{c} \sum_{k=1}^{N} \sum_{j=1}^{p} (u_{ik})^m d_{jk}
\]

where \(u_{ik}\) \((d_{jk})\) denotes the membership degree (distance) of the data point \(x_i\) on dimension \(j\) to the cluster center \(v_k\). \(d_{jk}\) can be computed by (3):

\[
d_{jk} = (x_{ij} - y_{kj})^2
\]

where \(y_{kj}\) represents the value of the prototype \(z_k\) on dimension \(j\).

In the next step, in another research [36], the authors provide a weighted version of the multivariate FCM clustering algorithm for interval-valued scientific production data. A modified version of the weighted multivariate FCM clustering algorithm has been proposed [37], where more informative features gain larger weights and play a more important role in the final shape of the detected clusters. We should note that none of these multivariate clustering algorithms take into account the repulsive forces between the overlapping clusters belonging to different class labels. Then, the contributions of this paper are as follows:

1. We develop an improved multivariate version of the FCPM clustering algorithm to take into account the effects of each individual feature on the shape of the final membership functions in the antecedent part of IF-THEN rules, to account for the repulsive forces between the prototypes of overlapping clusters.
2. We introduce importance coefficients of each individual feature based on the multivariate membership values of each data point belonging to each class label.
3. We perform extensive computational simulations on publicly available data and real-world clinical data being collected by our team.

The remainder of this paper is organized as follows: The developed clustering method is discussed in the next section. Then, the proposed system identification approach is presented along with the experimental simulations and discussions. Finally, concluding remarks are given.

2. Multivariate fuzzy (c-i-p)-means clustering algorithm (MFPCM)

Fuzzy clustering algorithms attempt to partition the data into several clusters, where members of the same cluster share similarities while being dissimilar enough from the members of the other clusters. The most well-known fuzzy clustering algorithm is FCM,
first introduced by Bezdek [38]. FCM assigns each data point to a predefined number of clusters, where each point belongs to different clusters with a different degree of membership. FCM has been extensively studied and numerous variants of it can be observed in the literature. FCM is usually used in the process of identifying architecture of fuzzy classification rule-based systems to extract the formation of the membership functions in the antecedent part of the IF-THEN rules. Basically, in order to find the membership functions of each class label, the training samples belonging to each class are first clustered and the rules are extracted on their basis. This process continues for other data vectors belonging to other classes. The main flaw of this process is that it ignores the interactions among the cluster prototypes of different class labels. In this situation, if the data points from different classes overlap, then the cluster prototypes of the different classes may end up to be unreasonably close, making some of the extracted rules practically redundant.

Based on the above observations, we propose a multivariate version of FCPM capable of attaining similar cluster prototypes while computing the membership of each data vector for individual dimensions of the feature space. These values are then used for tuning the parameters of the rule-base of the classification system.

Consider the following constrained optimization problem:

\[ f(U, T, V) = \sum_{i=1}^{C} \sum_{j=1}^{N} (u_{ij})^m d_{ijk} + \sum_{l=1}^{H} \sum_{j=1}^{N} (t_{lj})^m d_{lj} \]

S.T.

\[ \forall t \leq k \leq N \sum_{i=1}^{C} \sum_{j=1}^{N} u_{ij} + \sum_{l=1}^{H} \sum_{j=1}^{N} t_{lj} = 1 \]

where \( C, H, p, \) and \( N \) represent the number of clusters in class 1, the number of clusters in class 2, the number of features (dimension), and the total number of data points for training the system, respectively. In addition, \( m \) denotes the fuzzifier value to determine the softness of the cluster boundaries, and \( u_{ij} \) and \( t_{lj} \) represent the multivariate membership degree of the point \( x_i \) on dimension \( j \) to the cluster centers \( \mathbf{v}_t \) and \( \mathbf{z}_t \), respectively. Also \( d_{ijk} \) and \( d_{lj} \) represent the distance between the data point \( x_i \) and prototypes of the clusters \( i \) and \( l \) belonging to classes 1 and 2 in the dimension \( j \), respectively. According to the above constraint, the total membership degree of each data point to the prototypes of each class on each dimension must equal 1.

**Proposition 1.** The multivariate membership degree of the data point \( x_i \) to the \( t \)th cluster of the class 1 and the \( j \)th cluster of the class 2 on dimension \( j \) is as follows:

\[ u_{ij} = \left( \frac{1}{\sum_{a=1}^{C} \sum_{b=1}^{p} \left( \frac{1}{d_{ab}^m} \right)} + \frac{1}{\sum_{a=1}^{H} \sum_{b=1}^{p} \left( \frac{1}{d_{ab}^m} \right)} \right)^{\frac{1}{m}} \]

\[ t_{lj} = \left( \frac{1}{\sum_{a=1}^{C} \sum_{b=1}^{p} \left( \frac{1}{d_{ab}^m} \right)} + \frac{1}{\sum_{a=1}^{H} \sum_{b=1}^{p} \left( \frac{1}{d_{ab}^m} \right)} \right)^{\frac{1}{m}} \]

**Proof.** First, the optimization model (4) is unconstrained using the Lagrangian multiplier method, yielding

\[ \min L [f(U, T, V)] = \sum_{i=1}^{C} \sum_{j=1}^{N} (u_{ij})^m d_{ijk} + \sum_{l=1}^{H} \sum_{j=1}^{N} (t_{lj})^m d_{lj} \]

\[ - \lambda \left( \sum_{i=1}^{C} \sum_{j=1}^{N} u_{ij} + \sum_{l=1}^{H} \sum_{j=1}^{N} t_{lj} - 1 \right) \]

Taking the partial derivative of \( L [f(U, T, V)] \) with respect to the unknown membership variables and setting it to zero, we obtain

\[ \forall t \leq k \leq N \frac{\partial L}{\partial u_{ij}} = 0, \]

\[ \Rightarrow m(u_{ij})^{m-1}d_{ijk} - \lambda = 0 \Rightarrow u_{ij} = \left( \frac{\lambda}{m} \right)^{\frac{1}{m}} \left( \frac{1}{d_{ijk}} \right)^{\frac{1}{m}} \]

\[ \forall t \leq k \leq N \frac{\partial L}{\partial t_{lj}} = 0, \]

\[ \Rightarrow m(t_{lj})^{m-1}d_{lj} - \lambda = 0 \Rightarrow t_{lj} = \left( \frac{\lambda}{m} \right)^{\frac{1}{m}} \left( \frac{1}{d_{lj}} \right)^{\frac{1}{m}} \]

Taking the partial derivative of the Lagrangian relaxed objective function, i.e., (7) with respect to the Lagrange multiplier, we have

\[ \forall t \leq k \leq N \frac{\partial L}{\partial \lambda} = 0, \Rightarrow \sum_{a=1}^{C} \sum_{b=1}^{p} u_{ij} + \sum_{l=1}^{H} \sum_{b=1}^{p} t_{lj} - 1 = 0. \]

Substituting (8) and (9) in (10) gives

\[ \left( \frac{\lambda}{m} \right)^{\frac{1}{m}} \sum_{a=1}^{C} \sum_{b=1}^{p} \left( \frac{1}{d_{ab}^m} \right)^{\frac{1}{m}} + \left( \frac{\lambda}{m} \right)^{\frac{1}{m}} \sum_{l=1}^{H} \sum_{b=1}^{p} \left( \frac{1}{d_{ab}^m} \right)^{\frac{1}{m}} = 1 \]

\[ \Rightarrow \left( \frac{\lambda}{m} \right)^{\frac{1}{m}} = \frac{1}{\sum_{a=1}^{C} \sum_{b=1}^{p} \left( \frac{1}{d_{ab}^m} \right)^{\frac{1}{m}} + \sum_{l=1}^{H} \sum_{b=1}^{p} \left( \frac{1}{d_{ab}^m} \right)^{\frac{1}{m}}} \]

Substituting (11) in (8) and (9), we obtain the exact values of the membership degrees for each data point to each cluster belonging to different classes on each dimension.

\[ u_{ij} = \frac{\left( \frac{1}{d_{ab}^m} \right)^{\frac{1}{m}}}{\sum_{a=1}^{C} \sum_{b=1}^{p} \left( \frac{1}{d_{ab}^m} \right)^{\frac{1}{m}} + \sum_{l=1}^{H} \sum_{b=1}^{p} \left( \frac{1}{d_{ab}^m} \right)^{\frac{1}{m}}} \]

\[ t_{lj} = \frac{\left( \frac{1}{d_{ab}^m} \right)^{\frac{1}{m}}}{\sum_{a=1}^{C} \sum_{b=1}^{p} \left( \frac{1}{d_{ab}^m} \right)^{\frac{1}{m}} + \sum_{l=1}^{H} \sum_{b=1}^{p} \left( \frac{1}{d_{ab}^m} \right)^{\frac{1}{m}}} \]

Another major conclusion from (7) is how to compute the cluster prototypes of each cluster on each specific dimension. Here, we can show that the cluster center of the cluster \( i \) on the dimension \( j \) can be obtained as follows:

**Proposition 2.** Suppose the cluster center \( i \) of the class label 1 on dimension \( j \) be \( y_{ij} \). It can be computed directly by the multivariate membership values using the following formulation

\[ y_{ij} = \frac{\sum_{k=1}^{N} (u_{ijk})^{m} x_{jk}}{\sum_{k=1}^{N} (u_{ijk})^{m}} \]

**Proof 2.** Let the unconstrained formulation of the optimization model (4) be as follows:

\[ \min L [f(U, T, V)] = \sum_{i=1}^{C} \sum_{j=1}^{N} (u_{ij})^m d_{ijk} + \sum_{l=1}^{H} \sum_{j=1}^{N} (t_{lj})^m d_{lj} \]

\[ - \lambda \left( \sum_{i=1}^{C} \sum_{j=1}^{N} u_{ij} + \sum_{l=1}^{H} \sum_{j=1}^{N} t_{lj} - 1 \right) \]

Suppose \( d_{ijk} \) and \( d_{lj} \) are defined as squared Euclidean distances

\[ d_{ijk} = (x_{ij} - y_{ij})^2 \]
Substituting (16) in (15) and taking the partial derivative of (15) with respect to $y_{ij}$ leads to

$$\frac{\partial f}{\partial y_{ij}} = 0 \Rightarrow -2 \sum_{k=1}^{N} (u_{ijk})^m (x_{jk} - y_{ij}) = 0$$

$$y_{ij} = \frac{\sum_{k=1}^{N} (u_{ijk})^m x_{jk}}{\sum_{k=1}^{N} (u_{ijk})^m} . \tag{17}$$

Proposition 3. Suppose the cluster center $l$ of the class label 2 on dimension $j$ to be $z_{ij}$. Then it can be computed directly by the multivariate membership values, from

$$z_{ij} = \frac{\sum_{k=1}^{N} (t_{ijk})^m x_{jk}}{\sum_{k=1}^{N} (t_{ijk})^m} . \tag{18}$$

Proof. By considering the following distance measure, the proof is similar to the proof of the Proposition 2.

$$d_{ijk} = (x_{jk} - z_{ij})^2 . \tag{19}$$

Based on the propositions and formulations provided in this section, we present the MFCPM algorithm.

Algorithm 1:

Step 1: Fix the number of clusters for both class labels $C$ and $H$. Set the fuzzifier coefficient $m \in (1, \infty)$ and set iteration the index $\text{tol}er = 1$. Provide the initial membership partitioning matrices $U$ and $T$.

Step 2: Initialize the cluster prototypes for each class label using (14) and (18). The prototypes of class labels 1 and 2 can be represented by $V^{(1)}_{\text{iter}} = [v_{1}^{(1)}, v_{2}^{(1)}, \ldots, v_{d}^{(1)}]$ and $V^{(2)}_{\text{iter}} = [v_{1}^{(2)}, v_{2}^{(2)}, \ldots, v_{d}^{(2)}]$, respectively. The superscripts (1) and (2) denote the class labels 1 and 2, respectively.

Step 3: Update the multivariate partition matrices using (12) and (13), considering the cluster prototypes calculated in Step 2.

Step 4: Update the cluster prototypes of both cluster labels $V^{(1)}_{\text{iter}+1}$ and $V^{(2)}_{\text{iter}+1}$.

Step 5: Check the termination criterion. If $||U^{\text{iter}} - U^{\text{iter}+1}|| > \varepsilon$ let $\text{iter} = \text{iter} + 1$ and go to Step 3; otherwise stop.

Remarks. The termination criterion in this algorithm depends on the Frobenius norm of two successive multivariate partition matrices. In this paper, we have set the termination threshold $\varepsilon = 10^{-4}$. In this improved algorithm, the fuzzifier coefficient $m = 2$ has been considered.

In the next section, we provide the details on how the MFCPM algorithm can be used to construct the IF-THEN part of the rules in the rule-base, and the firing process of each rule will be described.

3. Application of the MFCPM clustering algorithm in designing rule-based classifiers

This section is two-fold. In the first subsection, the general framework of constructing the antecedent part of the rule-base using the proposed multivariate clustering algorithm is discussed. Next, the multivariate weighting procedure for estimating the importance weight of each feature in each rule is described.

4. Constructing the antecedent part in the rule-base of the classification system

In this section, the rule-based identification procedure is illustrated. Note that the proposed algorithm is merely designed for binary classification problems. Let the training set be $T = [T^{(1)}, T^{(2)}]$, where $T^{(1)}$ and $T^{(2)}$ represent the training vectors belonging to the class labels $\theta_1 = +1$ and $\theta_2 = -1$, respectively. The total number of training samples is considered to be $|T| = N$ where $|$ denotes the cardinality symbol. Also $|T^{(1)}| = N_1$ and $|T^{(2)}| = N_2$.

In order to construct the elements of the IF-THEN part, we can use the proposed multivariate clustering algorithm. Samples from each class label are clustered considering the prototypes of the other class labels to take into account the repulsive forces between their respective cluster centers. It is possible to consider different numbers of cluster prototypes for different classes, but this will lead to a kind of bias towards the classes having larger numbers of cluster prototypes. Therefore, for each class the number of clusters will equal $c$.

After clustering the samples from each class, membership functions for each rule on each feature will be determined in the form of a Gaussian membership function. Each Gaussian membership function consists of a center $v_{ij}^{(l)}$ and a dispersion value $s_{ij}^{(l)}$. $v_{ij}^{(l)}$ represents the cluster center (dispersion) value of the cluster $i = 1, \ldots, c$ in the class $j = \{+1, -1\}$ on the feature $f$. The multivariate membership values computed during the clustering process are directly used to obtain the dispersion of each feature in each rule.

Let $u_{ijk}^{(l)}$ be the multivariate membership value of the data point $x_{jk}$ in the rule (cluster) $i$ in the class $j$ on dimension $f$. The multivariate dispersion of each Gaussian membership function in the rule-base can be calculated as follows:

$$\forall 1 \leq i \leq c, \frac{j=1}{j=2} \frac{f=1}{f=2} \left( \sum_{k=1}^{N} u_{ijk}^{(l)} \right) \sum_{k=1}^{N} \left( x_{jk} - v_{ij}^{(l)} \right)^2 . \tag{20}$$

In order to compute the firing strength of each rule, we make use of the product t-norm. Let $A_{ij}^{(l)}$ be the Gaussian fuzzy membership value on the axis $f$ of the rule $i$ belonging to the class label $j$. Then the firing strength of the rule $A_{ij}^{(l)}$ when inserting a new unseen sample to the system can be obtained by

$$A_{ij}^{(l)} = \prod_{j=1}^{p} A_{ij}^{(l)} . \tag{21}$$

Since each dimension of the feature space is represented by a Gaussian membership function, the firing strength of each rule will be a multiplication of several Gaussian functions over the entire feature space. As a result, it can be directly computed using

$$\forall 1 \leq l \leq c, \frac{j=1}{j=2} \frac{f=1}{f=2} \int_{-\infty}^{\infty} \left( -0.5 \sum_{j=1}^{p} \left( x_{ij} - v_{ij}^{(l)} \right)^2 \rho_{s_{ij}^{(l)}} \right) . \tag{22}$$

where $\rho$ plays the role of a scale parameter for estimating the dispersion values. Although estimation of the dispersion value for normally distributed patterns is unbiased, the distribution of the patterns are usually unknown. To tackle such an issue, we can use the scale parameter for unbiased the learning process. In the following, the feature weighting procedure will be discussed and at the end, the multivariate system identification procedure will be represented.

5. Constructing the antecedent part in the rule-base of the classification system

As mentioned before, one of the goals of this study is to incorporate the individual weight components of each dimension in the feature space to gain a more meaningful rule-base structure aiming at increasing the interpretability of the system while keeping or improving the generalization potentials of the developed system. In order to compute these weighting elements, we have made
use of the computed multivariate membership degrees to estimate the effectiveness of each feature.

Let $F$ be the multivariate membership degree of the data point $x_i$ on dimension $j$ in the rule (cluster) $i$. The importance weight is given by

$$w_j^{(i)} = \frac{\sum_{l=1}^C \sum_{k=1}^N u_{ijk}}{\sum_{l=1}^C \sum_{k=1}^N u_{ijk} + \sum_{l=1}^H \sum_{k=1}^N t_{ijk}},$$

(23)

where $w_j^{(i)}$ denotes the weight factor of dimension $j$ in the rules belonging to class $1$. $C$ and $H$ represent the number of clusters in the classes 1 and 2, respectively. $u_{ijk}$ ($t_{ijk}$) denotes the membership degree of the pattern $x_i$ to the cluster $i$ ($l$) on the dimension $j$ in class 1 ($2$). The same procedure can be applied to class 2.

$$w_j^{(2)} = \frac{\sum_{l=1}^C \sum_{k=1}^N u_{ijkl}}{\sum_{l=1}^C \sum_{k=1}^N u_{ijkl} + \sum_{l=1}^H \sum_{k=1}^N t_{ijkl}},$$

(24)

In the following we will present two algorithms. The first one is the based on the MFCPM clustering and the second one is similar but incorporates the weight factors introduced in (23) and (24). When considering importance weights for each dimension of the feature space, the formulation to compute the firing degree is as follows:

$$A^{(1)}_j = \prod_{f=1}^p w_j^{(1)} A^{(1)}_{jf},$$

(25)

Algorithm 2.

Step 1: Set the parameters $C$ and $N$ using the method proposed in the reference [39].

Step 2: Compute $V_1^{(1)}$ and $V_1^{(2)}$ in each class separately using a univariate clustering algorithm.

Step 3: Set iteration index $i = 1$.

Step 4: Update the cluster prototypes $V_1^{(1)}$, by Algorithm 1 using $V_1^{(1)}$ and $V_1^{(2)}$.

Step 5: Update the cluster prototypes $V_2^{(1)}$, by Algorithm 1 using $V_1^{(1)}$ and $V_2^{(2)}$.

Step 6: Update the multivariate membership partitioning matrices for both classes using Algorithm 1, based on $V_1^{(1)}$ and $V_2^{(1)}$.

Step 7: Check the termination criterion, $|V_1^{(1)} - V_1^{(1)}_m| < \epsilon, |V_2^{(1)} - V_2^{(1)}_m| < \epsilon$. If both conditions in Step 7 hold, then stop; otherwise set $i = i + 1$ and go back to Step 4.

Step 9: Calculate the center of the Gaussian membership functions in the rule antecedent using the final optimal cluster prototypes and their dispersion degrees using (22).

Step 10: Compute the importance degree of each dimension using (23) and (24). then compute the firing degree of each rule on a new sample using (25).

In the Algorithm 2, the threshold used in the termination criterion step is set to $\epsilon = 10^{-3}$. Also, $V_1^{(1)}$ and $V_1^{(2)}$ represent cluster prototypes corresponding to the class 1 (2) in the first iteration. It should be mentioned that computing the prototypes of the cluster in each class is directly related to the prototypes of the other class. As a result, when the prototypes in one class become stable, the prototypes of the other class will also become stable, thus we can apply the termination criterion on one class and it will automatically apply for the other class.

6. Computational complexity

In Algorithm 1, the total number of iterations for computing the prototypes of the both classes is $N$ that can be done in $O(N)$ time. The partition matrices $U$ and $T$ can be recomputed in $O(CP)$ time and $O(HP)$ time where $CP = HP$ leading to $O(2CP) = O(CP)$ time. The entire process can take $Z$ times so this algorithm can be executed in $O(2(N + 2C)) = O(N + CP)$ time.

In Algorithm 2, cluster prototypes at the beginning of each iteration should be computed in $O(N + CP)$ time. Then, using Algorithm 1, partition matrices should be obtained in $O(CP)$ time. Given the total number of iterations to be $Z$ times, Algorithm 2 can be run in $O(Z(N + 2CP))$ time.

7. Numerical experiments

This section is devoted to demonstrating the computational performance of the proposed algorithms. To do so, we have used two groups of data sets. The first group is composed of four publicly available datasets downloaded from the University of California Irvine (UCI) machine learning repository [40]. These datasets include Breast Cancer (BC), Parkinson (P), Parkinson Telematic (PT), and Wine quality (W). Some of the statistics of these datasets are provided in Table 1. We have also implemented the proposed method on a clinical dataset representing vital signs of patients having traumatic injuries. This data (called CD) has been collected by the UCSF/San Francisco General Hospital and Trauma center, and contains 1413 patients. We have used the static part of the dataset in our experiments, which includes demographic data, toxicology screening results, substance use history and hour zero psychological and biological measurements (such as coagulation and inflammatory biomarkers). Hour zero measurements include some of the basic measures such as temperature, blood pressure, respiratory rate, heart rate, platelet count, blood factors such as factor V and VII and protein C level. The output of the data for each sample is the survival of the patient after 28 days, which makes the problem a binary classification case. Note that 30% of the data has been used for validation and the remaining is used in the cross validation process. We have adopted 10-fold cross validation, with a total number of iterations of 50. For the sake of simplicity and comprehension, numerical results have been provided in the form of charts presented in Figs. 1–4.

In order to analyze the effectiveness of the proposed algorithm, we have compared this method with some of the existing state-of-the-art classification algorithms, both in the form of rule-based systems to demonstrate the generalization capabilities of our method, and other algorithms such as Support Vector Machines (SVM) and Logistic Regression (LR). The fuzzy rule-based classification algorithms being used in this study include: FURIA [41], IVTURS [42], and FCPM [11]. On each dataset, two series of
experiments were performed including 10-fold cross validation and generalization tests using validation datasets. In addition to the accuracy of each algorithm, we have provided the values of other metrics such as True Positive Rate (TPR, a.k.a Sensitivity), True Negative Rate (TNR, a.k.a Specificity), Positive Predictive Value (PPV), and Negative Predictive Value (NPV). The PPV and NPV measures across all the datasets on both validation and cross-validation experiments are reported in Table 2.

One of the major flaws of fuzzy rule-based classification systems has always been their poor generalizability which has made them less applicable in real-world problems. A primary goal of this research is to tackle this issue by using the repulsive forces between the prototypes of each cluster in a multivariate fashion taking into account the effects of each individual feature on the classification performance. According to Fig. 1, MFCPM outperforms LR and the three powerful rule-based classification systems, while representing less variation on each iteration of the cross-validation process. It is notable to mention that predictive power of MFCPM has significantly improved compared to FCPM where the entire features are treated equally irrespective of their discriminatory power. It can be observed that in two sets of BC and PT, the MFCPM yields better accuracy while achieving close metrics to the SVM on the remaining datasets. Similar observations can be made in Fig. 2 representing the validation accuracy of each method across five datasets. In dataset P, the accuracy of the MFCPM is equal to that of the SVM, where it gives the second best accuracy level on the other datasets. This is a positive response from the proposed method, illustrating enhanced generalization ability compared to FURIA and IVTURS as two powerful fuzzy rule-based methods. Regarding the validation accuracy numbers, MFCPM and SVM represent equal accuracy level on the Parkinson data, and achieve similar accuracy metrics on the other datasets. The other feature of MFCPM lies in its ability to avoid overfitting when comparing validation and cross-validation performance, since the respective values on both experiments are less different for the proposed method compared to the other methods. Similar behavior can be seen in SVM but the other methods fail to represent such behavior. In general, logistic regression and FURIA methods yield the poorest performance in terms of accuracy.

TPR and FPR measures are good tools to evaluate how a method reacts when encountering non-equal number of positive and negative samples. The higher (lower) the TPR (FPR), the more robust the method in distinguishing class labels. Taking a look at Fig. 3, we note that SVM outperforms the other algorithms on the validation sets, though the difference between MFCPM and SVM in the cross-validation sets shows less difference in terms of TPR. Comparing the three rule-based classification algorithms, MFCPM outperforms IVTURS and FURIA in the cross-validation experiments. It also exhibits better performance for the BC, PT, and W datasets, while yielding performance similar to FURIA for the P and CD datasets.
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A similar situation can be observed in Fig. 4, where MFCPM exhibits the lowest FPR among all other methods for the BC, P, and PT datasets, while ranking second for W and CD. The FPR numbers for the CD are significantly lower for SVM, compared to the other four methods. Nonetheless, in the validation data, the difference between the FPR values of the SVM and MFCPM methods is rather small. Overall, these two methods exhibit similar metrics on all the datasets.

One of the primary contributions of this research is to close the gap between fuzzy rule-based classification algorithms and the state-of-the-art non-fuzzy methods such as SVM. This goal has been achieved, according to the PPV and NPV values presented in Table 2. Similar to the other experimental results presented so far, MFCPM outperforms LR, FURIA, and IVTURS and yields accuracy measures similar to the SVM results. MFCPM is able to handle topological conditions of the samples in each class label so that the largest number of correctly classified positive and negative samples in both cross-validation and validation experiments can be achieved.

The number of positive and negative samples in all datasets are not equal. For example, in the CD the ratio of positive labels to negative labels is roughly 65%. This observation denotes that the classifier tends to classify most of the unseen samples as positive, yielding large TPR and FPR. According to Fig. 3, the TPR values of the SVM and MFCPM algorithms are among the highest, for both the training and test experiments. Like most classification algorithms encountering such data, we expect to achieve a large FPR for MFCPM method on the unseen samples. Nevertheless, the FPR of the MFCPM on CD data in the test experiment is the lowest among all the other methods (Fig. 4). This can be translated into the repulsive forces between the class labels when constructing the rules along with looking at the most important features instead of assigning equal importance to the entire feature space. According to Fig. 3, similar observations can be made in the BC, P, PT and W datasets, where the ratio of positive training samples to negative vectors is 55%–60%. In all of these datasets, MFCPM outperforms its rule-based counterparts and yields similar metrics to SVM. The main strength of MFCPM can be verified in Fig. 4, where its FPR values on the PT and W data on the test experiments are the best while yielding the second best FPRs on the BC and P data. Similar conclusions can be made according the information presented in Table 2.

For further investigation of the differences between classification performance of the other classifiers compared to our proposed algorithm, we have conducted McNemar’s statistical test to see whether or not the misclassification rates between different classifiers are statistically significant. For this purpose, we have conducted pairwise statistical experiments on the outputs of the MFCPM versus the other methods. The confidence level of 0.05 was taken in all these tests. The statistical p-values for the pairwise test along the entire datasets on the test sets are represented in Table 3.

The highlighted cells indicate tests which are statistically significant. Putting these numbers beside Fig. 2 graph, we can observe that MFCPM demonstrates superior performance compared to the other method particularly fuzzy-based algorithms. MFCPM yields significant improvements compared with FCPM while presenting four significant test out of five. The only dataset where MFCPM and FCPM output similar metrics is CD. This is also the case with LR, IVTURS and FURIA where MFCPM significantly improves the

Table 3

<table>
<thead>
<tr>
<th></th>
<th>BC</th>
<th>P</th>
<th>PT</th>
<th>W</th>
<th>CD</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCPM-LR</td>
<td>0.051</td>
<td>0.012</td>
<td>0.00087</td>
<td>0.00088</td>
<td>0.038</td>
</tr>
<tr>
<td>MFCPM-IVTURS</td>
<td>0.052</td>
<td>0.0035</td>
<td>0.00090</td>
<td>0.00077</td>
<td>0.015</td>
</tr>
<tr>
<td>MFCPM-FURIA</td>
<td>0.0014</td>
<td>0.0041</td>
<td>0.0013</td>
<td>0.00065</td>
<td>0.063</td>
</tr>
<tr>
<td>MFCPM-SVM</td>
<td>0.072</td>
<td>0.083</td>
<td>0.031</td>
<td>0.066</td>
<td>0.022</td>
</tr>
<tr>
<td>MFCPM-FCPM</td>
<td>0.0134</td>
<td>0.021</td>
<td>0.0022</td>
<td>0.0097</td>
<td>0.056</td>
</tr>
</tbody>
</table>
classification accuracy. On the other hand, MFCPM and SVM indicate pretty similar accuracy over BC, P, and W while SVM outperforms MFCPM in PT and CD datasets. These test confirm how the fuzzy logic based classification system proposed in this research has decreased the gap between fuzzy methods such as FURIA and IVTURS versus non-fuzzy algorithms such as SVM in terms of accuracy on various datasets. The total number of generated rules in the rule-base for the compared fuzzy methods provided in Table 4.

It can be observed in most cases, MFCP can capture the structure of the data with the lowest number of rules implicating less complex system structure while FCM presents close numbers to the MFCPM. For example, in PT, both methods share the same number of rules while in W, P, and B FCPM generates one rule more than MFCPM and 2 rules more in the CD. On the other hand, the total number of generated rules in IVTURS and FURIA are significantly larger than MFCPM which goes back to their structure identification process that contains sophisticated global-search for tuning the rules which leads to an increase in the number of generated rules. We also checked the number of identified support vectors found by the SVM algorithm to be 17, 30, 28, 79, and 152 in the W, P, PT, B, and CD datasets, respectively. In terms of the running time, we have ranked the benchmarked algorithm and have sorted as follows: (1) FCPM, (2) MFCPM, (2) SVM, (4) IVTURS, (5) FURIA. This in accordance with the number of rules being generated by the fuzzy models being compared and demonstrates that MFCPM outperforms almost all other methods while providing reasonable accuracy level.

Table 4

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>P</td>
</tr>
<tr>
<td>P</td>
<td>6</td>
</tr>
<tr>
<td>IVTURS</td>
<td>12</td>
</tr>
<tr>
<td>FURIA</td>
<td>11</td>
</tr>
<tr>
<td>FCPM</td>
<td>7</td>
</tr>
</tbody>
</table>

8. Conclusion and future study

This paper presents a multivariate representation of the FCPM clustering algorithm along with some other approaches regarding determination of the importance weight of each feature in the rule-base of fuzzy classification systems. This work is one of the very first efforts to take into account the repulsive forces between the prototypes of overlapping clusters in order to enhance the generalization capabilities of rule-based classification systems. Besides using publicly available datasets, an effort was made to collect medical data from patients having traumatic injuries. This valuable dataset was used to demonstrate the superior performance of the proposed method. We showed that the proposed approaches are able to close the gap between rule-based classification systems and other powerful classification algorithms, in terms of accuracy and generalization. In this study, we have only concentrated on conventional Euclidean distances due to its widespread use in the scientific community. This may cause in some problems whose data structure is more complicated or follows specific geometric properties that cannot captured by Euclidean distance. Using graph-theoretic approaches and manifold distances can be a great alternative for future works in this area and to analyze effectiveness of such methods compared to the current work. Another future proposal can be the application of higher order fuzzy sets and deriving their respective formulations to enhance sensitivity and specificity of the current approach.
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